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ABSTRACT

This paper first reviews various results relating state-space (Lyapunov) stabiliza-
tion to notions of input/output or “bounded-input bounded-output” stabilization,
and then provides generalizations of some of these results to the case of systems with
saturating controls.

1 Various Notions of Stability

Problems of stabilization underlie most questions of control design. In the nonlinear
control literature, a great deal of effort has been directed towards the understanding
of the general problem of stabilizing systems of the type

&= f(z,u), f(0,0)=0 (1)
by means of feedback control laws
u==Fk(z), k(0)=0 (2)
which make the closed-loop system

&= [z, k(x)) (3)

globally asymptotically stable about x = 0. There are many variants of this general
question, which differ on the degree of smoothness required of k, as well as on the
structure assumed of the original system. We call this type of problem a state-
space stabilization problem. For references, see for instance the survey paper [8],
which includes a rather large bibliography, as well as the textbook [9], Section 4.8.
Technically, we make here the blanket assumption that all systems considered have
smooth (infinitely differentiable) f, and states x € R" and control values u € R™,
though far less is needed for the validity of many of the results to be described.

In many contexts, it is of more interest to study somewhat different notions of
stability. These have to do with the effect of perturbations on controls, due for
example to actuator noise —and possibly also on observations, if there is sensor
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noise. These different notions appear naturally also when studying operator-theoretic
stability, as needed when dealing with parameterization problems for compensators;
see for instance [6] and references there. Mathematically, the general problem is to
find a feedback (2) with the property that the new control system

&= f(z, k(r) + u) (4)

be in some sense “input-to-state stable.” In essence, what is desired is that when
the external perturbation w in (4) is identically zero, the system (3) be globally
asymptotically stable about x = 0 (so, this includes state-space stability) and that,
in addition, a “nice” input u(-) should produce a ‘nice” state trajectory z(-) when
starting at any initial state. We call this type of question an input/output (or, more
precisely unless only partial observations are of interest, input-to-state) stabilization
problem. There are many possible definitions of input/output stability, and it is far
from clear which is the appropriate notion for various applications. One possibility is
to impose the requirement that bounded inputs produce bounded outputs —including
variants where the state bounds should depend on the input bounds, or even that
this dependence should be linear, which gives rise to “finite-gain” stability. Other
possibilities are to request that controls that converge to zero produce trajectories that
converge to zero, or that controls that decay exponentially produce an exponentially
decaying trajectory. We review later some results which illustrate several of these
notions.

In general, a feedback law k£ which achieves state-space stabilization does not
necessarily produce input/output stabilization; indeed, the associated problems have
been known for a long time, and appear in slightly different form in the classical study
of “total stability” —see e.g. [1], Section 56. Some of the general results that do hold
will be reviewed in this paper, but in general extremely strong extra assumptions
are needed. (In the special case of linear systems, however, all reasonable stability
notions do coincide.) What is at first somewhat surprising is that, if a k£ which achieves
state-space stabilization exists, there may be a different k which in addition provides
input/output stability. This was shown in [4] to always be the case for systems that
are affine in controls, that is, those for which f(z,u) is an affine function of u. For
such systems, the evolution equations take the form

& = folr) + G(z)u ()

where fp(0) = 0. (Still under the assumption that all entries of the vector fy and the
n X m matrix GG are smooth functions on IR", and the result ts stated in terms of
smooth feedback laws k : R" — IR™.)

The theorem from [4] cited above does not extend to arbitrary systems that are
not affine on controls. In [7] the following trivial counterexample is given:

&= —x—+u’z?

where m = n = 1. Note that £ = 0 already stabilizes this in the state-space sense.
However, it is shown there that for no possible feedback law k can there hold for the
closed-loop system

i =—z+ (k(x) +u)z? (6)
that for u = 0 the system is globally asymptotically stable while for v = 1 and
arbitrary initial conditions the solution remains bounded. (On the other hand, it is
proved in [7] that if one allows the more general feedback configuration

u=k(z)+ D(z)v (7)



where D is now allowed to be a matrix of smooth functions, invertible for all  but
not necessarily equal to the identity, then the theorem does generalize, in the sense
that there exists such a D so that & = f(z, k(z) + D(z)u) satisfies an input/output
stability property. Such more general classes of feedback are useful in control theory,
and they appear in studies of feedback linearization, coprime factorizations, and other
areas. But here we wish to stay with the purely additive-feedback configuration, in
which we insist on D = I.)

We shall show in Section 3 that the positive result from [4] does extend to the case
in which the control appears in the right-hand side in a linear-growth fashion. This
is of interest when dealing with systems that have saturation effects on controls, and
it properly generalizes the case of systems affine in controls. The example mentioned
above indicates that the linear growth assumption cannot in general be weakened.

2 Input/Output From State-Space Stability

We first review known conditions under which state-space stability automatically
gives some type of i/o stability. In other words, we look here at the case when the
same feedback law k that provides the first type of stability also gives i/o stability.

To simplify statements, when we say that

the system @ = f(x,0) is globally asymptotically stable

we mean that 0 is a globally asymptotically stable state for this differential equation.
When we say that

the system & = f(x,0) is globally exponentially stable

we mean that there exist constants a,c such that each solution x(t) of & = f(x,0)
satisfies the estimate
lz@®)] < ce”||lz(0)]] -

We say that

the system & = f(x,u) is BIBS

(“bounded-input bounded-state stable”) if for each number a > 0 there is some b > 0
such that, for each bounded measurable control u(-) with

ulloo == sup{[lu(t)[|} < a,
>0
and each initial condition z with ||z¢|| < a, the corresponding solution satisfies
lz(@)]] < b
for all ¢ > 0. The first result is due to [12] and [3]:
Theorem 1 Assume that:

e f is globally Lipschitz, and



e the system & = f(x,0) is globally exponentially stable.

Then the system & = f(x,u) is BIBS. |

A sketch of the proof is as follows. Under the assumptions of the theorem, there
exists a Lyapunov function of quadratic growth for © = f(z,0), that is to say a
positive definite smooth function V' on IR" with the properties that

e VV(z) f(z,0) < —a|z||* and
o [VV(2) < Bl

for all z, for some positive constants « and (3. (Essentially, one takes V(z) :=
I €@ |1Pdt, where £ is the trajectory with £(0) = xz; see [1], 56.1, modified for
the time-invariant case, and [13], Section 5.6. Exponential stability guarantees that
this integral is well defined.) Then, the derivative of V(z(t)), for any control, satisfies

Vo< all(yllulloo = alzl)

for some constant v. From here it follows that V' decreases provided that ||z|| is suffi-
ciently large, which in turn implies the BIBS property. Somewhat weaker conditions
on f would suffice, for instance that f(z,u) be globally Lipschitz on w alone, but
uniformly on z (satisfied for a system (5) affine in controls, with the g;’s bounded),
or even that an estimate || f(z,u) — f(z,0)]] < g(u) holds, for some function g.

It is shown in [5] that BIBS plus # = f(x,0) being globally asymptotically stable
imply that controls u so that u(t) — 0 as t — oo produce trajectories that satisfy
also x(t) — 0, for any initial states. Thus, under the conditions of the above theorem,
controls converging to zero produce trajectories that also converge to zero.

A related result is as follows, and is a simple consequence of Theorem 5.3 in [11].
The exponential stability assumption is relaxed, but a weaker conclusion results. Let
exp(a) be the class of functions § that satisfy an estimate of the form ||§(¢)|| < ke
for some x (which may depend on §).

Theorem 2 Assume that:
e f is globally Lipschitz, and
o the system @ = f(x,0) is globally asymptotically stable.

Then there exists some « > 0 such that every solution of © = f(x,u) converges to
zero, for every u € exp(a). |

Note that this second result does not guarantee the BIBS property. As an example,
consider the system
= —tanhx +u .

Here & = f(x,0) is globally asymptotically stable, and f is globally Lipschitz, but all
trajectories diverge to 400 under the control u = 1. Of course, this example fails to
be globally exponentially stable.

The results on BIBS stability are useful in the context of output stabilization.

Assume that a feedback law & has been designed in such a manner that (3) is globally
asymptotically stable, but so that only an estimate x(t) + §(¢) is available for the



current state x(t) (satisfying 6 — 0), for instance as obtained by a Luenberger-type
observer. If this estimate is used instead of x, the equation for z(-) becomes

i = fla k(@) +u),

where

u = k(x+9)—k(x).

In order to obtain that z(t) — 0, one needs then that k not only provide stability
but that it also give a BIBS system, and in addition that v — 0 as t — oo. The
latter property will for instance be guaranteed if k£ is globally Lipschitz. Moreover,
the BIBS property can be relaxed if one knows more about the estimation error 9.
For instance, in view of theorem 2, if f and k are both globally Lipschitz, it is enough
to assume that the estimates converge to zero exponentially, at a fast enough rate.
An illustration is given in the next section.

3 Systems With Saturating Controls

We consider in this section systems of the form

& = fo(z)+G(x)d(u) (8)

where
6(u) = (0(U1)7 S 7U(um))/

for each u = (uq,...,u,) € R™, and where we let 0 : R — IR be any fixed nonde-
creasing function that satisfies ¢(0) = 0 and a globally Lipschitz condition:

lo(u) —o(v)] < cfu—v|

for all u, v € IR, for some fixed constant ¢. (For instance, o(u) = u gives rise to systems
affine in controls.) Such systems appear naturally when modeling actuator saturation;
typically o might be a sigmoidal function such as tanh. (Since we are restricting
systems to be smooth, we must assume that ¢ is smooth, but the assumption is not
really needed, and one could just as well consider the case of the piecewise linear
function ¢ defined by: o(u) = u for |u| < 1 and o(u) = signu otherwise.) We will
need the following observation, valid for any o as above:

Lemma 3.1 For each real numbers b, 7, u, the following inequality holds:

u2

bi{o(n+u—"0)—o(n)} < cr

Proof. We can take without loss of generality b # 0 and u—b # 0 (since otherwise the
right-hand side vanishes). Assume first that b(u — b) < 0. If b > 0, then u — b < 0,
so, as o nondecreasing, also o(n+u —b) — o(n) < 0. This implies that

bio(n+u—>b)—on)}<0 (9)

and hence the desired inequality holds. If instead b < 0 then o(n+u—b) —o(n) > 0,
and therefore again (9) holds. So we assume from now on that b(u — b) > 0.



Take first the case b < 0, u — b < 0. Then,

—lo(n+u—10b) —a(n)|
> —clu—1|

o(n+u—>b)—oa(n)

I
(@)
—~
<
|
S
~—

Multiplying by b, we conclude that
bio(n+u—0b)—on)} < cb(u—0b)

= —c(b— E)2 el
2
< u
C_
- 4
as desired. The case in which both b and u — b are positive is similar. [ |

The following result generalizes (and simplifies somewhat) the result given in [4]
for the particular case o = identity.

Theorem 3 Assume that there exists a smooth function ky : R" — IR™, ko(0) = 0,
so that the origin is globally asymptotically stable for the system

& = fo(z) + G(x) 5 (ko(x)) - (10)
Then there ezists also a smooth k : R™ — IR™, k(0) =0, so that
& = folz) + G(z)5(k(x) + u) (11)

1s BIBS.

Proof. We let V' be a proper positive definite Lyapunov function so that, denoting
a = VV {folx) +G(z)o(ko(x))} ,

it holds that a(x) — —oo as ||z|| — oo (that is, —a is proper; cf. [4]). We define

| b:= VVG |

and
k(z) = ko(x) —b(x) .
Letting g;, respectively b;, be the ¢th column of G, respectively b, the derivative of

V(z(t)) along the trajectory of (11) corresponding to any given control u is as follows
(omitting x where clear):

\VA% f(] -+ Z bla(ko(l’)l — bz -+ UZ) = a+ Z bl {O’(k‘o(l’)l + u; — bz) — O'(ko(x)l)}
i=1 =1
which is bounded, because of Lemma 3.1, by

u? c
a—l—ZcZZ = a+1||u||2.

It follows that this derivative is negative when z is large enough, for essentially
bounded u, and it is negative for u = 0. By standard arguments (see e.g. [4])
this provides the BIBS conclusion. |



3.1 Linear Systems With Saturation

In [10], we studied the particular case of systems of the type
&t = Ar + Ba(u) (12)

where A and B are n xn and n X m matrices respectively; that is, linear systems with
saturating controls. We assume now also that o is strictly increasing and bounded.
Such a system is said to be asymptotically null-controllable if every state can be
driven asymptotically to zero using some (measurable) control; equivalently, it must
hold that the pair (A, B) is stabilizable in the ordinary sense, and all eigenvalues of
A have nonpositive real part. We proved in [10]:

Theorem 4 For the system (12), there is a smooth feedback so that (3) is globally
asymptotically stable if and only if (12) is asymptotically null-controllable. [

In other words, subject only to the obvious necessary condition, there are smooth
feedback stabilizers. From here, one can obtain also a different feedback guaranteeing
BIBS stability, using theorem 3.

The output stabilization problem was also studied in [10]. Assuming that only
y = Cu is available for control, one may pick the obvious observer of the type

2 = (A+LC)z+ Bo(u) — Ly

where L is choosen appropriately. The construction can be done with a k& which is
globally Lipschitz, and the technique described at the end of section 2 can be applied
to insure closed-loop stability of the resulting dynamic feedback configuration, much
as done in the standard linear case.

3.2 Almost-Smooth Stabilization

Theorem 3 also holds if “smooth” is replaced by “almost smooth” in the sense of [8],
that is, & is smooth on IR" — {0} and is continuous at the origin. This is clear from the
proof. A recent paper, [2], has characterized almost-smooth stabilizability in terms
of Lyapunov functions; we describe the main result for the case of scalar controls; see
the reference for the general case. The systems considered have the form

& = folx) + ou)g(z) (13)

where we assume again that the smooth map o (with ¢(0) = 0) is strictly increasing
and bounded. Up to a change of coordinates in control space we may, and will assume
from now on, that the range of o is the open interval (—1,1).

A proper and positive definite smooth function V' on IR" is said to be a control
Lyapunov function (clf ) satisfying the small control property (scp) for the system (13)
if it holds that

Jgnf:{{a(m) +b(z)o(u)} < 0

for all nonzero x € IR", and also that for each § > 0 there is an € > 0 such that, if x # 0
satisfies ||z|| < e, then there is some u with |u| < § such that a(x) + b(z)o(u) < 0,
where we are denoting a := VV fy(z) and b := VV ¢g. The main result in [2], an
explicit version of a theorem of Artstein, can be stated as follows (in [2] this is
phrased in terms of systems affine in controls and with bounded controls, but the
translation to the present language is immediate):



Theorem 5 The system (13) can be stabilized by an almost-smooth feedback if and
only if there exists a control Lyapunov function V' satisfying the small control property
for this system. Moreover, if V is any such function, then k(x) = o~ (a(a(z),b(x)))
1s a feedback as desired, where

10.

11.

12.

13.

a+Vaz+bt
a(a,b) = b1+ 1+ ifb#£0, .

0, ifb=0.
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