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Abstract

A small-gain theorem is presented for almost global stability of monotone control systems which are open-loop almost
globally stable, when constant inputs are applied. The theorem assumes “negative feedback” interconnections. This typically
destroys the monotonicity of the original 6ow and potentially destabilizes the resulting closed-loop system.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction and basic de�nitions

This paper deals with interconnected monotone
control systems. Traditional monotonicity notions
[10,16,17], however, only apply to autonomous dy-
namical systems. This, in some sense, prevents the
possibility of studying interconnected structures or at
least shifts the focus from a high-level and top-down
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description of a process to a bottom-up analytical ap-
proach. Motivated by the need for decomposing highly
complex systems in smaller modules which individu-
ally are “nice” in some sense (for instance monotone),
an extension of the classical notion of monotone sys-
tem was proposed in [3], which allows to include in-
puts and outputs in the theory. Roughly speaking, a
system is monotone whenever its 6ow enjoys some
monotonicity property with respect to initial condi-
tions and exogenous signals entering the system. Mod-
els satisfying such requirements are often encountered
in many diHerent <elds, such as molecular biology,
ecology, economics or chemistry, just to name a few.
Motivations and examples for the use of the theory
in this new set-up are emerging and can be found in
several recent papers [2–5,7,8] (note that this usage
of the word monotone is diHerent from that which
appears in the theory of “monotone operators”). One
of the main results in [3] was the formulation of a
small-gain theorem for systems which, together with
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monotonicity, enjoy global asymptotic stability at
some point of the state-space (not necessarily the
origin) for each constant value of the input signal.
Here we provide a non-trivial extension of that re-
sult, which applies to systems whose convergence to
the unique asymptotically stable equilibrium is only
almost global, i.e., zero-measure sets of initial con-
ditions which are not attracted to the equilibrium are
allowed. This is, to the best of our knowledge, one of
the <rst successful attempts to generalize a small-gain
theorem to an almost-global setting. (For other non-
linear small-gain theorems, see e.g. [6,11–13,18,20],
as well as the more classical versions in [9,14,15,22].)
The usual setting for monotone dynamical systems

is a metric space X with a partial order induced by
a cone; see [17]. For our purposes however, X will
be assumed to be a real Euclidean space. The partial
order � is induced by a nonempty closed cone K ⊂ X
(a cone K satis<es: (i) aK ⊂ K whenever a∈R+, (ii)
K + K ⊂ K , (iii) K ∩ (−K) = {0}) as follows:
for x; y ∈X : x � y iH y − x ∈K:

For x; y ∈X we sometimes use the notation x ≺ y,
meaning that x � y but x 	= y; also the notation x 
 y
and x � y will be used with obvious interpretations.
We will assume throughout that a subset X of X is

given and will refer to X as the state space. Note that
X is not necessarily a linear space; in fact in many
applications it is not linear, for instance when X=Rn

and X =Rn
¿0. We assume that X is the closure of its

interior.
We also assume that a set U is given which will

serve as the input set—this is the set of values for
input signals of the system. This set U is assumed to
be a partially ordered subset of a Euclidean space U
where the partial order is also induced by a nonempty
closed cone in U in the way described before. Since
there is no risk of confusion, the partial order on U is
denoted by � as well.
The input signals of the system are assumed to

be Lebesgue measurable functions u(·) :R¿0 → U
which are locally essentially bounded, meaning that
for each time interval [0; T ] there is a compact set
CT ⊂ U such that u(t)∈CT for almost all t ∈ [0; T ]. 2

2 More precisely, this and other de<nitions should be in-
terpreted in an “almost everywhere” sense, since inputs are
Lebesgue-measurable functions.

The set of all input signals is denoted by U∞. The
partial order on U extends to a partial order on U∞
in the following natural way:

for u1(·); u2(·)∈U∞ : u1(·) � u2(·) ⇔ u1(t) � u2(t)

for almost all t¿ 0:

A controlled dynamical system consists of a state
space X and an input set U as above, and a mapping
x :E → X with

E := {(t; �; u(·)) | �∈X; u(·)∈U∞; t ∈ [0; T�;u(·))};
where 0¡T�;u(·)6 + ∞ possibly depends on � and
u(·), such that the usual semigroup properties hold.
(Namely, x(0; �; u(·))=� and x(t; x(s; �; u1(·)), u2(·))=
x(s+ t; �; v(·)), where v(·) is the restriction of u1(·) to
the interval [0; s] concatenated with the restriction of
u2(·) to [s;+∞):) Moreover, for technical reasons, we
specialize to 6ows induced by the solutions of con-
trolled diHerential equations with C1 right-hand side,
so that for every (�; u(·))∈X ×U∞ and every associ-
ated t ∈ [0; T�;u(·)), there exists an open neighborhood
N� of � such that the map xt;�;u(·) :N� → X de<ned as
xt;�;u(·)(�) = x(t; �; u(·)) is a diHeomorphism onto its
image.
We interpret x(t; �; u(·)) as the state at time t for

given initial state � and input signal u(·). Instead of
x(t; �; u) we will sometimes just write “x(t)” when we
intend to emphasize time-dependence. We use “x” to
denote both states (i.e., elements of X ) and trajectories
in case there is no risk of confusion, but we reserve
Greek letters—possibly subscripted—such as � to de-
note states. Similarly, “u” may refer to an input value
(element of U ) or to an input signal (element ofU∞).

De�nition 1.1. A controlled dynamical system
x :E → X ismonotone if the implication below holds:

u1 � u2; x1 � x2 ⇒ x(t; x1; u1) � x(t; x2; u2);

for all t for which both states x(t; x1; u1) and x(t; x2; u2)
are de<ned.

We will also consider monotone systems with out-
puts y=h(x). These are speci<ed by a monotone con-
trolled dynamical system together with a continuous
monotone (x1 � x2 ⇒ h(x1) � h(x2)) map h :X →
Y , where Y , the set of measurement or output values,
is a subset of some partially ordered Euclidean space
Y with a partial order induced by some nonempty
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closed cone inY as before. We often use the shorthand
y(t; x; u) instead of h(x(t; x; u)), to denote the output at
time t corresponding to the state obtained from initial
state x and input signal u.
The central idea in the paper is that knowledge of

the behavior of a monotone system when constant in-
puts are applied may provide a direct way of estimat-
ing the input-output gain of the system. In this context
the following notion is crucial to the following devel-
opments.

De�nition 1.2. We say that a system is endowed with
an input-state quasi-characteristic kx :U → X , if for
each constant input u(t)≡q∈U and each initial state
�∈X , the solution x(t; �; q) is well de<ned for all
t¿ 0, and there exists a zero-measure set Bq with the
following property:

∀�∈X \Bq lim
t→+∞ x(t; �; q) = kx(q): (1)

Accordingly, we may de<ne an input–output
quasi-characteristic ky :U → Y by composition with
the output map h(x), i.e., ky(u) := h(kx(u)).

2. Asymptotic behavior of monotone systems

In this section we make more precise the statement
that knowledge of I/S and I/O quasi-characteristics al-
lows to quantify the asymptotic input–output behav-
ior of the system. The next proposition is in fact the
main technical tool used in the proof of the small gain
theorem.
From now on, we consider only input (and output)

spaces U ⊂ Rm (Y ⊂ Rp) which are ordered with
respect to the standard order induced by the closed
positive orthant. In other words we let Ku =Rm

¿0 and
Ky = Rp

¿0 so that, for instance, u1 
 u2 holds if and
only if [u1]i¿ [u2]i is true for all i=1; 2; : : : ; m. More-
over we denote by lim supt→+∞ u(t) (respectively,
lim inf t→+∞ u(t)) the componentwise limits, viz:

lim sup
t→+∞

u(t) =




lim sup
t→+∞

[u(t)]1

...

lim sup
t→+∞

[u(t)]m


 :

It will be useful in order to guarantee that componen-
twise limits still make sense as input signals, to intro-
duce the following notion:

De�nition 2.1. We say that a set U is closed with re-
spect to componentwise maximization (minimization)
if the following implication holds:

u1; u2 ∈U ⇒ max(min){u1; u2} ∈U (2)

(where the max and min in (2) is interpreted compo-
nentwise).

It is easy to check, for the standard orthant or-
der, that “box” intervals [u1; u2] := {u∈Rm : u1 �
u � u2} enjoy the property of closure with respect
to component-wise maximization and minimization.
Some useful facts about sets closed with respect
to componentwise maximization are proved in the
Appendix.
Before stating the main result of this section we

recall the usual notion of !-limit set, which will be
used in the following proposition. Given a trajec-
tory x(·; �; u) de<ned over [0;+∞) we denote by
�(x(·; �; u)) the set of limit-points, viz:

�(x(·; �; u)) : = { O�∈X :∃tn → +∞ as n → ∞ such

that x(tn; �; u) → O�}: (3)

Proposition 2.2. Consider a monotone system with
continuous I/S and I/O quasi-characteristics, respec-
tively kx(·) and ky(·).
Assume that inputs as well as outputs are ordered

according to the standard order induced by the pos-
itive orthant in U and Y . Let the input set U be
closed (as a set) and closed with respect to compo-
nentwise maximization and minimization. Then, the
I/S quasi-characteristic is nondecreasing and there
exists a zero measure set B ⊂ X so that for each
initial condition �∈X \ B and each bounded input
u(·) such that the solution x(·; �; u) is de?ned for all
t¿ 0, the following holds:

�(x(·; �; u)) ⊆ [kx(uinf ); kx(usup)]; (4)

where uinf := lim inf t→+∞ u(t) and usup :=
lim supt→+∞ u(t).Moreover, the I/O quasi-character-
istic is also nondecreasing, and for each initial
condition �∈X \B and each bounded input u(·) such
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that the solution x(·; �; u) is de?ned for all t¿ 0, the
following inequality holds:

ky(uinf )6 lim inf
t→+∞ y(t; �; u)

6 lim sup
t→+∞

y(t; �; u)6 ky(usup): (5)

Remark 2.3. Before proving the result we remark that
the set B of non convergent initial conditions can be
taken to be of zero-measure and independent of the
input signal u(·). Of course, for each given u, the set
of non-convergent initial conditions will typically be a
proper subset of B, possibly depending on u. Depen-
dence upon u is therefore allowed, but strongly con-
strained, as only a zero-measure set is spanned as u(·)
varies. This is a very strong property in general, and
only follows by virtue of monotonicity.

Proof. Monotonicity of the I/S static quasi/charac-
teristic is straightforward. In fact, let u1 � u2 be arbi-
trary constant input signals and � any initial condition
in X \ (Bu1 ∪Bu2 ) (this set is non-empty as both Bu1
and Bu2 are zero measures while X is the closure of
its interior and hence has strictly positive Lebesgue
measure). By de<nition of I/S quasi-characteristic and
monotonicity we have

k(u1) = lim
t→+∞ x(t; �; u1)

� lim
t→+∞ x(t; �; u2) = k(u2):

Let the sequences vinfk and vsupk be as in Lemma A.3.
For each constant input u(t) ≡ q, let Bq denote the set
of initial conditions which give rise to non-converging
solutions (this set has zero-measure by assumption).
We de<ne B as follows:

B :=
⋃

n; k∈N
�∈{inf ;sup}

q∈U0

x(−n; Bq; v�
k ); (6)

where U0 is any countable and dense subset of U (ev-
ery subset of Rm is separable). The sets x(−n; Bq; v�

k )
are not de<ned here by taking preimages of Bq under
the 6ows of constant controls, since we have not made
the assumption that backward 6ows are everywhere
de<ned. Instead, they consist by de<nition of all those
states � for which x(n; �; v�

k ) belongs to Bq—note that
we have assumed that the I/S quasi-characteristic ex-
ists, and its de<nition includes the assumption that

x(t; �; v�
k ) is well-de<ned for all t¿ 0, even if � does

not belong to a pre-speci<ed “good” set of states.
Each 6ow Fn;v�

k
= x(n; ·; v�

k ) induces a diHeo-
morphism of X with its image. Therefore, the set
F−1

n;v�
k
(Bq) = x(−n; Bq; v�

k ) has zero measure (diHeo-
morphisms preserve zero-measure sets); thus, the
countable union B also has zero measure.
Let �∈X \B be arbitrary and u(·) be any bounded

input. By de<nition of lim sup, for each  ¿ 0 there
exist On∈N and uQ ∈U0, so that usup+ 1 
 uQ 
 u(t)
for all t¿ On.
Moreover, the choice of the vinfk and vsupk in Lemma

A.3 implies existence of k ∈N so that vinfk � u(t) �
vsupk for any t¿ 0. Thus, exploiting monotonicity we
get for t¿ On:

x(t; �; u(·)) = x(t − On; x( On; �; u(·)); u(· + On))

� x(t − On; x( On; �; vsupk ); uQ): (7)

An analogous inequality holds for outputs:

y(t; �; u(·)) � y(t − On; x( On; �; vsupk ); uQ): (8)

Notice that � 	∈ B ⇒ x( On; �; vsupk ) 	∈ BuQ , therefore,
taking lim sup in both sides of (8) yields

lim sup
t→+∞

y(t; �; u(·))

� lim sup
t→+∞

y(t − On; x( On; �; vsupk ); uQ) = ky(uQ): (9)

By arbitrariness of  and continuity of ky then
lim supt→+∞ y(t; �; u(·)) � ky(usup). By a symmetric
argument the lim inf inequality can also be proved;
therefore this concludes the proof of (5). Similarly,
taking any sequence tn → +∞ so that x(tn; �; u(·))
admits a limit, we have from (7), and closure of the
positivity cone:

lim
n→+∞ x(tn; �; u(·)) � kx(uQ): (10)

As the sequence tn was arbitrary, we conclude that
�(x(t; �; u)) � kx(uQ). By arbitrariness  and continu-
ity of kx then �(x(t; �; u)) � kx(usup). A symmetric ar-
gument shows �(x(t; �; u)) 
 kx(uinf ). This concludes
the proof of the proposition.
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3. The small gain theorem

Based on Proposition 2.2, one of our main
results will be the formulation of a small-gain
theorem for almost-global asymptotic stability of the
“negative” feedback interconnection of systems with
monotonically increasing I/O quasi-characteristics.
By a precompact solution x(t) of a diHerential equa-

tion, we mean one for which x(t)∈K for all t, for
some compact subset K of the state space. (Such so-
lutions are necessarily de<ned for all t¿ 0.)

Theorem 1. Consider the following interconnection
of two monotone dynamical systems:

ẋ1 = f1(x1; u1); y1 = h1(x1);

ẋ2 = f2(x2; u2); y2 = h2(x2);

u2 = y1;

u1 = −y2 (11)

with U1 ⊃ −Y2 and U2 ⊃ Y1 (well-posedness of the
feedback loop). Suppose that

• U1; U2; Y1; Y2 are ordered with respect to the pos-
itive orthants (of compatible dimensions), closed
(as sets) and are closed under componentwise max-
imization and minimization,

• the respective I/S quasi-characteristics kx1 (·) and
kx2 (·) exist and are continuous (thus, the I/O
quasi-characteristics k1(·) and k2(·) exist too),

• every solution of the closed-loop system is precom-
pact.

Then, system (11) has an almost globally attractive
equilibrium [kx1 ( Ou); kx2 (k1( Ou))], provided that the fol-
lowing discrete time dynamical system, evolving in
U1:

uk+1 = −(k2 ◦ k1)(uk) (12)

has a unique globally attractive equilibrium Ou.

Proof. Equilibria of (11) are in one-to-one correspon-
dence with solutions of k2 ◦k1(u)=−u, i.e., equilibria
of (12). Thus, existence and uniqueness of the equi-
librium follows from the GAS assumption on (12).
We need to show that such an equilibrium is al-

most globally attractive. Denote by X1 and X2 the state

spaces of the x1 and x2 subsystems, respectively. Let
B1 and B2 be the corresponding sets of initial condi-
tions which give rise to non-converging solutions, as
de<ned in Proposition 2.2. By virtue of the proposi-
tion both sets have zero measure.
Let �∈ (X1 \ B1) × (X2 \ B2) be arbitrary. By as-

sumption trajectories of the closed-loop system are
bounded. Therefore, both u+1 := lim supt→+∞ u1(t; �)
and u−

1 := lim inf t→+∞ u1(t; �) exist and are <-
nite. Then, u+2 := lim supt→+∞ u2(t; �) and u−

2 :=
lim inf t→+∞u2(t; �) satisfy by virtue of Proposition
2.2, applied to the x1-subsystem:

k1(u−
1 ) � u−

2 � u+2 � k1(u+1 ): (13)

An analogous argument, applied to the x2-subsystem,
yields −k2(u+2 ) � u−

1 � u+1 � −k2(u−
2 ) and by com-

bining this with the inequalities in (13) we end up with

−k2(k1(u+1 )) � u−
1 � u+1 � −k2(k1(u−

1 )):

By induction we have, after an even number 2n of
iterations of the above argument

(−k2 ◦ k1)2n(u−
1 ) � u−

1 � u+1 � (−k2 ◦ k1)2n(u+1 ):

By letting n → +∞ and exploiting global attractivity
of (12) we have u−

1 = u+1 . Eq. (13) yields u−
2 = u+2 .

Thus there exists Ou, such that

Ou = lim
t→+∞u1(t; �);

k1( Ou) = lim
t→+∞u2(t; �): (14)

Let e1 be the (almost globally asymptotically stable)
equilibrium (for the x1-subsystem) corresponding to
the constant input u1(t) ≡ Ou and e2 the equilibrium for
the x2-subsystem relative to the input u2(t) ≡ k1( Ou).
Clearly $ := [e1; e2] is an equilibrium of (11). The
fact that [x1(t); x2(t)] → $ now follows from Propo-
sition 2.2.
Notice that (X1 \B1) × (X2 \B2) = (X1 × X2) \B

provided that we denote B := (B1 ×X2)∪ (X1 ×B2).
Clearly B has zero measure. This concludes the proof
of the theorem.

The following result is a simple but interesting con-
sequence of Proposition 2.2.
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Proposition 3.1. Consider the following cascade of
monotone systems:

ẋ1 = f1(x1; u1); y1 = h1(x1);

ẋ2 = f2(x2; u2); y2 = h2(x2);

u1 = y2; (15)

both endowed with I/S and I/O quasi-characteris-
tics, kx1 :U1 → X1; kx2 :U2 → X2, and k1 :U1 →
Y1; k2 :U2 → Y2, respectively. Then, system (15) is
monotone and admits I/S and I/O quasi-characteris-
tic, kx(u) := [kx1 (k2(u)); kx2 (u)]; k := k1◦k2 provided
that the partial orders of Y2 and U1 are compatible.

Proof. By compatibility of the orders the cascaded
interconnection is again a monotone dynamical sys-
tem (see [3]). We next show that the I/S and I/O
quasi-characteristics are well de<ned. Let X1 and
X2 be the state-spaces relative to subsystem x1 and
x2, respectively. By Proposition 2.2 there exists a
zero-measure setB2 ⊂ X2 such that for all constant in-
puts u2(·) ≡ u2 and all initial conditions �2 ∈X2 \B2,
the following holds:

lim
t→+∞ x2(t; �2; u2) = kx2 (u2) (16)

and consequently y2(t; �2; u2) → k2(u2). As u1=y2 we
can complete our argument by applying Proposition
2.2 to the x1 subsystem. In fact, there exists B1 ⊂ X1

of zero-measure, such that for any �1 ∈X1 \ B1 we
have

�(x1(·; �1; u1))⊆ [kx1 (lim inf u1); kx1 (lim sup u1)]

= {kx1 (k2(u2))}: (17)

Notice, de<ningB=(X1×B2)∪(B1×X2) that X1×X2\
B=(X1\B1)×(X2\B2); moreoverB has zero-measure
in the product space X1×X2. Now, combining (17) and
(16) yields, for all � := [�1; �2]∈ (X1\B1)×(X2\B2)
and all constant inputs u2(·),
lim

t→+∞ x(t; �; u2) = [kx1 (k2(u2)); kx2 (u2)]; (18)

and, taking output maps:

lim
t→+∞ h2(x(t; �; u2)) = k1(k2(u2)): (19)

This completes the proof of the proposition.

4. An application to Lotka–Volterra systems

An interesting class of models for which the small
gain theorem applies is the class of Lotka–Volterra
systems given below:(

ẋ

ż

)

=diag (x; z)

[(
A B

−C D

)(
x

z

)
+

(
r1

r2

)]
: (20)

Lotka–Volterra systems evolve in the positive orthant
and, it is easy to show, the boundary of the state space,
is an invariant set for (20). Consequently, any attrac-
tor can be at most almost globally attractive as the
boundary of X is usually left apart from the basin of
attraction, either completely or partially. Moreover, it
is shown in [7], that if A and D are Metzler and Hur-
witz, and B; C are nonnegative matrices, then system
(20) can be seen as the “negative” feedback intercon-
nection of two cooperative systems, each of which
admits a piecewise linear I/S quasi-characteristic. Ex-
plicit computation of the characteristic is usually pos-
sible and therefore, the small gain condition can be
checked rigorously. See [7] for a detailed analysis.
It is shown in [7], through simulations and bifurca-
tion analysis that high feedback gains may lead to
instability and a Hopf bifurcation may occur, caus-
ing self-sustained oscillations for the class of systems
(20). The small-gain theorem proved here allows one
to determine upper bounds on feedback under which
such oscillations will not occur.

5. Conclusions

This note extends the small gain theorem for nega-
tive feedback interconnections of monotone systems
with input-state static characteristics (<rst appeared
in [3]) to an almost global set-up. Namely, the static
asymptotic value corresponding to any constant in-
put is for almost all initial conditions unique and
well-de<ned. A zero measure set of initial condi-
tions which give rise to non convergent trajectories is
therefore allowed as well as the presence of multiple
equilibria provided that only one is asymptotically
stable and the basins of attractions of the unstable
equilibria have zero measure. Results of convergence
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under cascading are not new in the literature, see
for instance [16,19,21], or even in the almost global
set-up [1]. Small-gain theorems are instead somewhat
new in the almost global context and still an area of
active research. The theorem presented here heavily
relies on monotonicity in order to show that the set of
initial conditions which do not produce a convergent
trajectory has zero measure.

Appendix A. Remarks on componentwise maxi-
mization

We present in this appendix some basic facts about
sets which are closed under componentwise maxi-
mization (see Fig. 1).

Lemma A.1. A closed set U is closed with respect to
componentwise maximization (minimization), if and
only if, for any bounded sequence un ∈U ,

lim sup
n→+∞

un ∈U
(
lim inf
n→+∞ un ∈U

)
:

Proof. We show <rst suQciency. Let u1; u2 be
arbitrary in U . We let un := u1+nmod 2 . Clearly
max{u1; u2} = lim supn→+∞ un ∈U . This concludes
the proof of suQciency. Conversely, let un ∈U
be an arbitrary sequence. We let vk

1 := uk+1 and
vk
n := max{vk

n−1; uk+n} for all k; n∈N. By induc-
tion vk

n belongs to U for all k; n∈N (we are using
of course closure with respect to componentwise
maximization). Moreover, for all <xed k ∈N each
component of vk

n gives a monotone nondecreasing
and bounded sequence. Then it admits a limit and, by

min

max

min

max

Fig. 1. Sets closed with respect to componentwise maximization
and minimization.

closure of U we have

vk
∞ := lim

n→+∞ vk
n ∈U:

It is straightforward from its de<nition that

lim sup
n→+∞

un = lim
k→+∞

vk
∞:

Therefore, the claim follows by closure of U .
An analogous proof applies for componentwise
minimization (as a matter of fact min{v1; v2} =
−max{−v1;−v2}).

Lemma A.2. Let U be compact, and closed with
respect to componentwise maximization (minimiza-
tion). Then, it contains a unique maximal (mini-
mal) element Ou, i.e., there is a unique Ou∈U so that
Ou 
 u(� u) for all u∈U .

Proof. Let U0 = {un; n = 1; 2; : : :} be a dense and
countable subset of U . We de<ne v1 := u1 and vn :=
max{vn−1; un} for all n¿ 2. By construction, vn ∈U
is a non-decreasing sequence. Therefore it admits a
unique limit and, since U is closed, we have

lim
n→+∞ vn = Ov∈U: (A.1)

We claim that Ov is the sought maximal element. In
fact, by monotonicity of vn we have that Ov 
 vn for all
n∈N and in particular then Ov 
 u for all u∈U0. By
density of U0 then, the same holds true for all u∈U .
Uniqueness of the maximal element follows because
Ov1 
 Ov2 and Ov2 
 Ov1 implies Ov1 = Ov2.

Lemma A.3. Let U be closed and closed with respect
to the componentwise maximization (minimization).
Then, there exists a sequence vsupk (vinfk ) of elements of
U such that given any compact subset K ⊂ U; K �
vsupk (K 
 vinfk ) for all su@ciently large k’s.

Proof. Notice <rst of all that the intersection of sets
closed with respect to componentwise maximization
is again a set of the same kind. Thus, de<ning Uk :=
U ∩ k[− 1; 1], for all k ∈N, we have that Uk is com-
pact and closed with respect to componentwise max-
imization (minimization). By Lemma A.2 it admits a
unique maximal element vsupk . Given now an arbitrary
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compact subset K ⊂ U we have: K ⊂ k[ − 1; 1] for
all suQciently large k’s. Hence K ⊂ Uk � vsupk for all
such k’s. This concludes the proof of the claim.
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