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Analysis of Nonlinear Tridiagonal Cooperative Systems using Totally Positive Linear
Differential Systems

Michael Margaliot and Eduardo D. Sontag

Abstract— Cooperative tridiagonal dynamical systems appear
often in biological and engineering applications. The most
important theorem for such systems was arguably one proved
by Smillie in 1984, and subsequently refined by other au-
thors. Smillie showed that-under mild technical assumptions—
precompact trajectories always converge to equilibria. The key
to his proof was the construction of an integer-valued Lyapunov
function that certifies that the number of sign variations in the
vector of derivatives of states eventually stabilizes.

This paper shows how to re-derive Smillie’s theorem by
appealing to results from Binyamin Schwarz, who analyzed the
sign variations in solutions of linear systems whose flows are
totally nonnegative or totally positive (meaning that all minors
are nonnegative or positive, respectively). The connection is
through the variational equation associated to the original
system. In addition to connecting two seemingly disparate areas
of research, the connection allows one to both simplify proofs
and extend the validity of Smillie’s Theorem.

I. INTRODUCTION

Monotone (and particularly cooperative) dynamical sys-
tems appear often in biological and engineering applications.
They are characterized by the existence of a partial order in-
duced by proper cone K (cooperative systems are the special
case K = R") which is preserved by the solution operator.
One of the most celebrated results in this field was shown by
Moe Hirsch in the early 1980s, and guarantees convergence
to equilibria from an open dense or full measure set of initial
states, assuming a slightly stronger property called “strong”
monotonicity. A particularly good presentation of Hirsch’s
Quasi-Convergence Theorem, and more generally of mono-
tone systems, is Hal Smith’s book [1]. Hirsch’s result leaves
open the possibility that there may be periodic orbits as
well as more exotic behaviors in low-dimensional manifolds,
and this can indeed happen for general strongly monotone
systems. Thus, one may ask whether additional structural
constraints might provide global convergence, not necessarily
just from a “large” set of initial states. Along these lines,
Smillie [2] considered time-invariant strongly cooperative
tridiagonal systems and showed that, for such systems, every
precompact trajectory converges to an equilibrium point. This
result has found many applications in systems biology (see,
e.g. [3], [4], [5D.
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Smillie’s proof relies upon the following idea. Consider a
system

o(t) = f(z(t)), (1)

where z(t) € R™ and f : R — R™ is n — 1 times continu-
ously differentiable, and consider the variational equation

() = J(2(1))=(2), 2)
where z = & and J(z) := 8% (x) is the Jacobian of

the vector field f. Smillie showed that the number of sign
variations in the vector z(t), denoted o(z(t)), is a non-
increasing function of ¢. Recall that for a vector y € R"
with no zero entries the number of sign variations in y
is o(y) == Hie{l,...,n—1}:yyiy1 <0}|. The do-
main of o can be extended, via continuity, to the open
set V= {y € R" : 43 # 0, yo, # 0, andify; =
0 for some ¢ € {2,...,n — 1} then y;_1y;+1 < 0}. For ex-
ample, for n = 3 the vector r := [—1 € 2}/ eV
and o(r) =1 for all € € R.

To explain the intuition behind Smillie’s proof, consider
the case n = 3. Seeking a contradiction, assume that the sign
pattern of z(t) near some time t = tg is as follows:

[t=ty t=ty t=t7
z1(t) - - —
2o(t) - - -
Zg(t) — 0 +
In this case o(t) = o(2(t)) increases from o(t;) = 0
to o(ty) = 1. However, since the system is tridiagonal and
* + 0f |-
strongly cooperative, (2) yields 2(tp) = |+ * +| |—]|,
0 + = 0

where + [*] means a positive [arbitrary] value, and
thus Z23(tp) < 0, and the case described in the table
above cannot take place. Smillie’s analysis shows rigorously
that o(t) is well-defined, except perhaps at up to n — 1
discrete times 7;,, ¢ = 1,...,n — 1, and that at these
times o(7;") < o(r; ). This is based on direct analysis of
the ODEs and is non trivial. Smillie then used the behavior
of o(z(t)) to show that for any a in the state-space of (1)
the omega limit set w(a) can include no more than a single
point, and thus every trajectory that remains in a compact
set converges to an equilibrium.

Smith [6] has generalized Smillie’s approach to peri-
odically time-varying strongly cooperative and tridiagonal
systems. He showed that every trajectory that remains in
some compact set converges to a periodic trajectory with the
same period as the vector field. This entrainment property
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is important in numerous natural and artificial systems.
For example, proper functioning of various processes in
biological organisms requires entrainment to the 24h solar
day.

Here, we show that the results of Smillie and Smith can
be generalized, and their proofs simplified, by relating them
to a classical topic from linear algebra: the sign variation
diminishing property (SVDP) of totally nonnegative (TN)
matrices [7], [8], and more precisely to the notion of fotally
positive differential systems (TPDSs) and totally nonneg-
ative differential systems (TNDSs) introduced by Schwarz
in 1970 [9].

To explain this, we first recall another definition for the
number of sign variations in a vector [7]. For y € R”,
let s~ (y) denote the number of sign variations in the vector y
after deleting all its zero entries, and let s™(y) denote
the maximal possible number of sign variations in y after
each zero entry is replaced by either +1 or —1. Note
that s~ (y) < sT(y) for all y € R™. An immediate yet
important observation is that ¥V = {y € R" : s (y) =
s*(y)}.

A classical result from the theory of TN matrices [7] states
that if A is totally positive (TP) and z # 0 then s*(Ax) <
s~ (x), whereas if A is TN then s~ (Az) < s~ (x).

To apply this SVDP to the stability analysis of (1) note that
if the transition matrix corresponding to the LTV system (2)
is TP for all time ¢ then we may expect the number of sign
variations in z(t) to be a nonincreasing function of time.

In 1970, Schwarz [9] considered the linear matrix differ-
ential equation Y (t) = A(t)Y(t), Y(to) = I, with A(t) €
R™*"™ a continuous matrix function of ¢. Schwarz gave a
formula for the induced dynamics of the minors of Y (¢).
He defined the system as a TPDS [TNDS] if for every tg
and every t > to the matrix Y (t) is TP [TN].! His
analysis is based on what is now known as the theory
of cooperative dynamical systems: the system is a totally
nonnegative dynamical system if the dynamics maps any set
of nonnegative minors to a set of nonnegative minors (note
that any minor of Y (¢y) = I is either zero or one and is
thus nonnegative). However, the work of Schwarz seems to
have been largely forgotten and its potential for the analysis
of nonlinear dynamical systems has been overlooked.?

We provide here a review of TPDSs and show how they
can be immediately linked to recent results on the stability
of nonlinear cooperative systems. We also generalize the
results of Schwarz to systems in the form Y (t) = A(t)Y (¢),
with A(t) a measurable, rather than continuous, matrix
function of time. We also show how this can be used to
derive the interesting results of Smillie [2] and Smith [6]
under milder technical conditions and with simpler proofs.

We use small [capital] letters to denote vectors [matrices].
I is the identity matrix, with dimension that should be
clear from context. For a (column) vector z € R"”, z; is
the ith entry of z, and 2’ is the transpose of z. A square

'We use a slightly different terminology than that used in [9].
2 According to Goggle Scholar the paper [9] has been cited 22 times since
its publication in 1970.

matrix B is called Metzler if every off-diagonal entry of B
is nonnegative.

The next section reviews relevant definitions and results
from the theory of TN matrices. Section III reviews TPDSs.
Section IV shows how these results can be applied to ana-
lyze nonlinear time-varying tridiagonal strongly cooperative
systems. Due to space limitations, many of the proofs and
other details are omitted. These may be found in an extended
version of this paper [10].

We believe that highlighting the deep and unknown con-
nections between the work of Schwarz and more recent work
on nonlinear tridiagonal cooperative systems opens the door
to many new research directions.

II. TOTALLY NONNEGATIVE MATRICES

We briefly review known results from the rich and beauti-
ful theory of TN and TP matrices that will be used later on.
We consider only square and real matrices, as this is the case
that is relevant for our applications. For more information
and proofs we refer to the two excellent monographs [7],
[8]. Unfortunately, this field suffers from nonuniform termi-
nology. We follow the more modern terminology in [7].

Definition 1 A matrix A € R" "™ is called totally nonneg-
ative [totally positive] if the determinant of every square
submatrix is nonnegative [positive].

In particular, if a matrix is TN [TP] then every entry of the
matrix is nonnegative [positive].

The product of two TN [TP] matrices is a TN [TP] matrix.
This follows from the Cauchy-Binet formula for the minors
of the product AB in terms of the minors of A and the
minors of B [11, Ch. 0].

Certain matrices with a special structure are known to
be TN. We review one such example.

Example 1 A sufficient condition for the tridiagonal matrix

(a1 b1 O 0 T
1 ap :
0 T 3)
bn—1
L0 ... .. cpo1 oan |

with b;,c; > 0 to be TN is the dominance condition
a; > bi+c;—1 forallie{l,...,n}, ())
where we define ¢y := 0 and b, :=0 [7, Ch. 0].

An important subclass of TN matrices are the oscillatory
matrices studied in the pioneering work of Gantmacher
and Krein [12] who analyzed the properties of an elastic
segmental continuum under small transverse oscillations. A
matrix A € R™ ™ is called oscillatory if A is TN and
there exists an integer & > 0 such that AF is TP. A TN
matrix A is oscillatory if and only if it is non-singular and
irreducible [7, Ch. 2], and in this case A”~! is TP. For
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example, the matrix (3) with b;,¢; > 0 and the dominance
condition (4) is irreducible and TN. If it is also non-singular
then it is oscillatory.

At this point we can already provide an intuitive expla-
nation revealing the so far unknown connection between
Smillie’s results and oscillatory matrices. To do this, consider
for simplicity the system z = Jz, where J is a constant
tridiagonal matrix with positive entries on the super- and
sub-diagonals. Then

z(t) = exp(Jt)z(0)
= lim (7 + (Jt/k))*2(0).

Fix t > 0. Then for any k sufficiently large the matrix (I +
(Jt/k)) is TN (by Example 1), irreducible, and nonsingular,
so it is oscillatory.

A. Spectral properties of TN matrices

TN matrices have a strong spectral structure: all their
eigenvalues are real and nonnegative, and the correspond-
ing eigenvectors have special sign patterns. This spectral
structure is particularly evident in the case of oscillatory
matrices [13].

If A € R"*™ is an oscillatory matrix then its eigenvalues
are all real, positive, and distinct. and thus can be ordered
as A1 > Ao > --- > A, > 0. If u* € R™ is the eigenvector
corresponding to Ag then for any 1 < ¢ < 57 < n and
any ¢;,...,c; € R, that are not all zero,

J J
1—1< s_(chuk) < S’L(chuk) <j-1
k=i k=i

In particular, s~ (u') = sT(u) =i —1,i=1,...,n.
B. Sign variation diminishing property

TN matrices enjoy a remarkable variety of mathematical
properties. For our purposes, the most relevant property is

that multiplication by a TN matrix cannot increase the sign
variation of a vector.

Theorem 1 [7, Ch. 4] If A € R"*™ is TN then
s (Az) < s () for all x € R™. ®)
In general, this cannot be strengthened to
sT(Ax) < sT(x), for all x € R™. (6)

For example, if J3 is the 3 X 3 matrix with all entries equal
to onet and z = [-2 1 1]/ then Jz is TN, st (z) = 1
and sT(Jzz) = sT([0 0 0]/) = 2. However, (6) does
hold if A is an invertible TN matrix [7, Ch. 4].

TP matrices satisfy a stronger SVDP.

Theorem 2 [7, Ch. 4] If A € R"*" is TP then
sT(Az) < s (), for all z € R™\ {0}. (7

If A'is TN and nonsingular then st (Ax) < s (z) forall x €
R™ such that either x has no zero entries or Ax has no zero
entries.

A natural question is whether the property in (7) char-
acterizes TP matrices. Recall that a matrix is called strictly
sign-regular (SSR) if all minors of a given size are non-
zero and share a common sign (that may vary from size to

size). For example, A = E)) 1/2 is SSR because all 1 x 1

minors are positive, and the single 2 x 2 minor is non-zero.
Obviously, TP matrices are SSR.

Theorem 3 [14] A nonsingular matrix A € R™*"™ satis-
fies (7) if and only if it is SSR.

C. Dynamics of compound matrices

Schwarz [9] studied the following question. Consider the
matrix differential equation Y (t) = A(t)Y (t). What is the
dynamics of some minor of Y? It turns out that we can
express the dynamics of every p X p minor in terms of all
the px p minors of Y and the n? entries of A. To explain this,
we review multiplicative and additive compound matrices
and their role in analyzing differential equations [15].

Given a matrix A € R™*" and an integer p, with 1 < p <
n, consider the (2)2 minors of A of size p x p. Each minor
is defined by a set of row indexes 1 < i1 < 49 < -+ <
1, < n and column indexes 1 < j; < ja < -+ < jp < 1.
This minor is denoted by A(«|5) where v := {i1,...,4p}
and B := {j1,...,Jp}-

The pth multiplicative compound matrix A®) is the (Z) X
(") matrix that includes all these minors ordered lexico-
graphically. For example, for n = 3 and p = 2 there are
nine minors. The (1,1) entry of A®) is A({1,2},{1,2}),
entry (1,2) of A® is A({1,2},{1,3}), and so on.

An important property that follows from the Cauchy-Binet
formula is (AB)®) = A®B®)  This justifies the term
multiplicative compound.

The pth additive compound matrix of A is defined by
APl = (1 + hA)®P)|,_. Applying Cauchy-Binet again
gives (I +hA)P) (I +hB)®) = (I +hA+hB +o(h))®),
and this yields (A + B)Pl = APl 4 BIP] | justifying the term
additive compound.

The entry of Al

corresponding  to

(alp)

(’L.l,...,ip‘jl,...,jp) iS
ZZ:l Qi g s |O‘mﬁ‘ =D,
(=D ai,4,, lanpl=p—1i¢# jm, 8
0, otherwise,

(see, e.g. [16]). The first line in (8) corresponds to the case
where iy = j, for all £ = 1,...,p, and this corresponds to
diagonal entries of AlP!. The second line describes the case
where all the indexes in « and § coincide except for a single
index iy # jm.

The additive compound is important when studying the
dynamics of the multiplicative compound. To see this, sup-
pose that Y = AY. Then

YO (t 4+ h) = (Y(t) + hA@#)Y (t) + o(h))P
= (I +hA(t) +o(h)PYP)(t),
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and this gives

%Y(P) (t) = APl )y (1), )

Example 2 For p = 1 we have YO = Y and (8)
vields Alll = A 50 we obtain Y = AY. For p=mn, Yy =
det(Y), and (8) yields A = trace(A), so (9) yields
4 det(Y (t)) = trace(A(t)) det(Y (t)), i.e. the Abel-Jacobi-
Liouville identity.

In view of the powerful structure of TN matrices, a natural
question is: when will the transition matrix of a dynamical
system be TN or TP and what will be the consequences of
this?

III. TOTALLY POSITIVE DIFFERENTIAL SYSTEMS

Consider the system

Y (s) = A(s)Y(s), Y(to) =1, (10)

with A(s) a continuous function of ¢. Let Y (¢, ty) denote the
solution of (10) at time ¢. Schwarz [9] called (10) a TNDS
if for every to the solution Y (¢,tg) is TN for all ¢ > tg,
and a TPDS if for every ¢ the solution Y (¢,tg) is TP for
all t > .

Schwarz combined the Peano-Baker representation for the
solution of (9), and (8) to derive necessary and sufficient
conditions for a system to be TNDS [TPDS]. Stated in
modern terms, his analysis is based on the fact that (10) is
TNDS [TPDS] iff (9) is a cooperative [strongly cooperative]
dynamical system. Indeed, note that Y (t;) = I implies
that Y (") (ty) = I for all p, so in particular all the minors at
time ¢ are nonnegative.

Schwarz also studied the implications of TNDS/TPDS
of (10) on the number of sign variations in a solution of
the vector differential equation 2(t) = A(t)z(¢).

Fix a time interval (a,b) with —co < a < b < oo.
Consider the system

d

%‘I’(t,to) = A(t)®(t, to), (11)

with @ < tp <t < b. We assume throughout a more general
case than in [9], namely, that

D(to,t0) =1,

A (a,b) — R*™ is a matrix of locally (essentially)

bounded measurable functions. (12)

Recall that (12) implies that (11) admits a unique, locally
absolutely continuous, invertible solution for all ¢ € (a,b)
(see, e.g., [17, Appendix C]).

Recall that if x is the solution of ¢ = f(z) then z := &
satisfies the variational equation 2(t) = J(z(t))z(t). This
suggests that in order to study the evolution of the number
of sign changes in z(t¢) one needs to consider the LTV sys-
tem 2(t) = A(t)z(t) or, equivalently, the associated matrix
differential equation (11). The formula z(t) = ®(¢,t0)z(to)
suggests that if ®(t,tg) is TP then o(z(t)) will be no larger
than o(z(tp)). The next result formulates this idea.

Theorem 4 Consider the time-varying linear system:

H(t) = A(1)2 (1), (13)
with A(t) satisfying (12) and suppose that
D(t,tg) is TP for all a < tog <t <b. (14)

If z(t) is not the trivial solution z(t) = 0 then

(1) the functions s~ (z(t)),sT(z(t)) are non-increasing
Sfunctions of time on (a,b);

(2) z(t) € V forallt € (a,b), except perhaps for up to n—1
discrete values of t.

As we will see in Section IV, these properties are useful
in the analysis of nonlinear ODE:s.

Proof of Thm. 4. Pick tg, t such that a < tg < t < b. Since
z(t) = ®(t, to)z(to) and ®(t,to) is TP, the SVDP (7) yields

5T (2(t)) < 57 (2(t0))- (15)

If z(tg) € V [2(to) € V] then s~ (z(to)) = st (z(to))
[s7(2(to)) < sT(z2(t0))], so (15) yields s*(z(t)) <
sT(z(to)) [sT(2(t)) < sT(z(to))]. Thus, s*(z(t)) never
increases, and it strictly decreases as z(t) goes through a
point that is not in V. Since s* takes values in the finite
set {0,1,...,n — 1}, this implies that z(t) € V for all ¢,
except perhaps for up to n — 1 discrete points. [ ]

Thm. 4 implies that we may view s+ (z(t)) as an integer-
valued Lyapunov function of the time-varying linear sys-
tem (13). Since z(¢) € V for all ¢ except perhaps for up to n—
1 discrete time points, and s~ (2(t)) = sT(2(t)) = o(2(t))
when z(t) € V, we conclude that s~ (z(¢t)) and o(2(t)) are
also integer-valued Lyapunov functions.

The TP perspective allows to derive a converse to Thm. 4.
Indeed, suppose that the solution of 2 = Az satisfies (15) for
all @ < top < t < b and all z(tg) € R™\ {0}. Since z(¢t) =
®(t,t0)z(tg), Thm. 3 implies that ®(s,r) is SSR for all a <
r < s < b. Since the matrix ®(tg,%y) = I has a minor of
every size that is one, we conclude by continuity that ®(¢, ¢o)
is TP for all ¢tg < t.

We now formally state the definitions of a TNDS and
a TPDS for the system defined by (11) and (12).

Definition 2 We say that (11) is a TNDS on (a,b) if for
all a < tg < t < b the matrix ®(t,ty) is TN. We say
that (11) is a TPDS on (a,b) if for all a < to <t < b
the matrix ®(t,to) is TP,

0 ¢

t2 0
cosh((t2 —3)/3) sinh((t® —t3)/3)

(tto) = Lmh((tff—tg)/zs) cosh((£? —t%)/S)] - Bvery

entry here is positive for all t > to and det(®(t,t9)) = 1,

so ®(t,tg) is TP on any interval (a,b). Thus the system is

a TPDS on such_an ig]erval.

Example 3 For A(t) = the solution of (11) is

For A(t) = 0 to the solution of (11) is ®(t,tg) =
3_ 43
[(1] (t 1t0)/3 . This matrix is TN (but not TP) for all t >

to, so the system is a TNDS on any interval (a,b).
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Since the product of TN [TP] matrices is a TN [TP] matrix,
a sufficient condition for TNDS [TPDS] on (a, b) is that there
exists ¢ > 0 such that ®(tg + €,9) is TN [TP] for all a <
ty < b—e.

The next step is to state conditions on A(t) guaranteeing
that (11) is a TNDS or a TPDS. A closely related question
has already been addressed in 1955 by Loewner [18] who
studied the infinitesimal generators of the group of TN
matrices. It is useful to first consider the case of a constant
matrix. Let Ml C R™*™ denote the set of tridiagonal matrices
with nonnegative entries on the sub- and super-diagonal.
Let MT C M denote the set of tridiagonal matrices with
positive entries on the sub- and super-diagonal.

The next result provides a necessary and sufficient condi-
tion for (11), with A a constant matrix, to be TNDS/TPDS.

Theorem 5 [9] The system U(t) = AU(t) is TNDS [TPDS]
on any interval (a,b) if and only if A € M [A € MT].

The proof in [9] is based on what is now known as the
theory of cooperative systems. To explain the basic idea,
pick 1 < p < n and consider the induced dynamics for
the p x p minors of U(t). Recall that this is given by

u® = Aglly® g 0) =1, (16)

where U®) .= %(U(p)(t)), and APl is given in (8).
Schwarz [9] showed that if A € M then AP is Met-
zler, so (16) is a cooperative system. Since all the entries
of U)(0) = I are non-negative, this implies that all the px p
minors remain non-negative for all ¢ > 0. If A € M*
then AlP! is Metzler and irreducible and it follows that every
entry of UP) is positive for all ¢ > 0.
We now turn to consider the time-varying case.

Theorem 6 The system (11) with A(t) satisfying (12)
is TNDS on (a,b) iff A(t) € M for almost all t € (a,b).

The proof of this follows from arguing as in the proof of
Thm. 5 and using a known necessary and sufficient condition
for positivity of the system @(t) = B(t)x(t), with B(t)
Metzler for almost all ¢ (see, e.g., [19]).

The next result provides a sufficient condition for TPDS.

Theorem 7 Suppose that A(t) € M for almost all t €
(@, b) and, furthermore, that a;;(t) > 6 > 0 forall |i—j| =1
and almost all t € (a,b). Then (11) is TPDS on (a,b).

In the special case where A(t) is continuous, we con-
clude that a necessary and sufficient condition for TPDS is
that A(t) € M for all ¢ and every off-diagonal entry of A(t)
does not vanish on an interval of time.

The next step is to explain how the notion of a linear TPDS
can be applied to analyze nonlinear dynamical systems.

IV. APPLICATIONS TO STABILITY ANALYSIS

Consider the nonlinear time-varying dynamical system

2(t) = f(t, (1)), (17)

whose trajectories evolve on an invariant, compact, and
convex set () C R™, that is, for any zo € 2 and any tg > 0 a
unique solution x(t,tg, o) exists and satisfies x(¢, g, xg) €
Q for all t > ty. From here on we take t5 = 0. We also
assume that the Jacobian J(t,x) = %f(t,x) exists for
all t >0 and z € Q.

We consider the case where f is T-periodic, that is,
ft,2) = f(t+T,2) for all t > 0 and all z € 2. Note that
in the particular case where f is time-invariant this property
holds for all 7.

We also assume that for any ¢ > 0 and along any line - :
[0,1] — € the matrix

1
A = [t ar (1)
0
is well-defined, locally (essentially) bounded, measurable,
and satisfies the conditions for TPDS. Note that since f is T™-
periodic, so is A(t).

Under these assumptions, we now state the main stability

result that generalizes a result of Smith [6].

Theorem 8 Every solution of (17) converges to a periodic
trajectory with period T.

If the vector field satisfies f(t,z) = h(z,u), with u(t) a
T-periodic input, one may view u as a periodic excitation.
Thm. 8 implies that every solution converges to a periodic
solution with the same period as the excitation, that is, the
system entrains to the excitation. Entrainment is important in
many natural and artificial systems from biology [20], [21],
[22], physics and chemistry [23], and more.

To prove Thm. 8 we require the following ‘“‘eventual
monotonicity” result.

Lemma 1 Pick a,b € ), with a # b, and consider the
solutions x(t,a), x(t,b) of (17). There exists a time s > 0
such that for all t > s either x1(t,a) > z1(t,b) or z1(t,a) <
T (t, b)

Proof. Let z(t) := xz(t,a) — x(t,b). Then 2(t) = A(t)z(t),
with A(t) defined in (18), and ~(r) := rz(t,a) + (1 —
r)z(t,b), with r € [0, 1]. By assumption, this LTV system
is TPDS, so Thm. 4 yields z(¢t) € V for all ¢ except for up
to n — 1 discrete time points 7;. Pick s > max; 7;. Then the
definition of V implies that z1(¢) # 0 for all ¢t > s. R

We can now prove Thm. 8. Pick a € €. If the so-
lution x(t,a) of (17) is T-periodic then there is nothing
to prove. Thus, suppose that z(t,a) is not T-periodic.
Then x(t + T, a) is another solution of (17) that is different
from 2(t, a). Lemma 1 implies that without loss of generality
we may conclude that there exists an integer m > 0 such
that

z1(kT,a) —z1((k+1)T,a) > 0 for all k >m. (19)

Define the Poincaré map Pr : @ — Q by Pr(y) :=
2(T,y). Then Pr is continuous, and for any integer k > 1
the k-times composition of Pr satisfies PX(y) = x(kT,y).
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Define the omega limit set wr : @ — Q by wr(y) =
{z € there exists a sequence nq,ns,... with ny —
oo and limy_,o Pr*(y) = z}. This set is not empty (recall
that we assume that () is compact), and invariant under Pr,
that is, Pr(wr(y)) = wr(y). In particular, if wr(y) = {q}
then Pr(q) = g, that is, the solution emanating from ¢ is 7-
periodic. Thus, to prove Thm. 8 we need to show that wr(a)
is a singleton. Seeking a contradiction, assume that this is not
the case, i.e. there exist p, ¢ € wr(a) with p # ¢. This means
that there exist integer sequences ni — oo and my — o0
such that limy_,oo z(ni T, a) = p, limg_, 00 2(mi T, a) = q.
Combining this with (19) yields p; = g;. We conclude that
any two points in wy(a) have the same first entry. Consider
the solutions emanating from p and from ¢ at time zero,
that is, z(¢,p) and z(t,q). We know that there exists an
integer £ > 0 such that, say, z1(kT,p) — z1(kT,q) >
0 for all & > ¢. However since p,q € wr(a), we
have z(kT,p), x(kT,q) € wr(a) for all k, so x1(kT,p) =
x1(kT, q) for all k. This contradiction completes the proof
of Thm. 8. W
The time-invariant nonlinear dynamical system:

&(t) = f(z(t))

is T-periodic for all 7' > 0, so Thm. 8 yields the following
result that generalizes Smillie’s theorem [2].

(20)

Corollary 1 Suppose that the solutions of (20) evolve on
an invariant compact and convex set Q0 C R"; that f € C*;
and that the matrix J(z) := 2 f(z) € MY for all z € Q.
Then for every xy € ) the solution x(t,xy) converges to an
equilibrium point.

V. CONCLUSIONS

TN and TP matrices enjoy a rich set of powerful properties
and have found applications in numerous fields. A natural
question is when is the transition matrix of the linear
dynamical system Z = Az TN or TP and what are the
implications of this for z(¢)? This question has been solved
by Schwarz [9] yielding the notion of TNDS and TPDS. One
important property of such systems is that for any vector
solution z(¢) the number of sign variations o(z(t)) is non-
increasing with time. His approach is based on what is now
known as cooperative systems theory: a system is TNDS
[TPDS] if all the minors of the transition matrix, that are all
either zero or one at the initial time ¢y, are non-negative
[positive] for all ¢ > t,. However, the seminal work of
Schwarz has been largely forgotten, perhaps because he did
not show how to apply these results to analyze nonlinear
dynamical systems.

More recently, o(z(t)), where z(t) = @(t), has been used
by several authors as an integer-valued Lyapunov function
for a nonlinear dynamical system. In these works, the fact
that o(2(t)) is non-increasing with time has been proved by
a direct and tedious analysis.

Here, we reviewed these seemingly different lines of
research and showed that the system describing the evolution
of z (i.e., the variational system) is in fact TPDS. This allows

to generalize several known results, while greatly simplifying
the proofs. The new connection between these research fields
may lead to many new and interesting research directions.
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