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Abstract-This articleshows thai the weights ofcontinuous-timefeedback: neural networks are uniquely identifiable
from input/ output measurements. Under weakgenericity assumptions. the/allowing is true: Assume given two nets,
whose neurons all have the same nonlinear activation function o; if the two nets have equal behaviors as "black
boxes" then necessarily they must havethe same number of neurons and-except at most for sign reversals at each
node-the same weights. Moreover, even ifthe activations are not a priori known to coincide. they areshown to be
also essentially determinedfrom the external measurements.
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1. INTRODUCfION

Many recent articles explored the computational and
dynamic properties of systems of interconnected "neu
rons." For instance, HopfieId ( 1984) , Cowan ( 1968),
and Cohen and Grossberg (1983) all studied devices
that can be modeled by sets of nonlinear differential
equations such as

x;(t) = -Xi(t) + aC~ aljxj(t) + j~ bljUj(l)) ,

i = I, ... ,n (1)

or

Xi(t) = -x;(t) + a( i aljXj(t)) + i bijuj(t) ,
J= I J= I

i= l , . .. ,n. (2)

Here, each X;, i = 1, . .. , n, is a real-valued variable
that represents the internal state of the ith "neuron,"
and each Ui, i = 1, ... , m , is an external input signal.
The coefficients alj , bi)denote the weights, intensities,
or "synaptic strengths," of the various connections. The
function (J : IR - IR, which appears in all equations, is
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called the "activation function" and is often taken to
be a sigmoidal-type map. It characterizes how each
neuron responds to its aggregate input. Some authors
assume that a different external signal can control each
neuron, but it seems reasonable, from a systems-theo
retic perspective, to expect that the number of such
inputs is far smaller than the number ofstate variables,
that is, m .::g n, Electrical circuit implementations of
these equations, employing resistively connected net
works ofn identical nonlinear amplifiers, and adjusting
the resistor characteristics to obtain the desired weights,
have been proposed as models of analog computers, in
particular in the context of constraint satisfaction
problems and in content-addressable memory appli
cations (see , e.g., Hopfield, 1984).

We also assume given a certain number p of probes,
or measurement devices, whose outputs signal to the
environment the collective response of the net to the
stimuli presented in the channels ui. Each such device
averages the activation values of many neurons. Math
ematically, this is modeled by adding a set of functions

y {(t) = ~ cij xiCt ), i = I , . . . ,p. (3)
j~ 1

The coefficient cij represents the effect ofthejth neuron
on the ith measurement.

In vector terms, and omitting from now on the t
arguments, we can write the above equations ( 1) and
(2), respectively, as

x = -x + l1(Ax + Bu ) (4)
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x(O) = 0

and an input signal u( •) is applied. Under appropriate
technical assumptions, a solution x (t) exists for the

where A is an n X n matrix and B is an n X m matrix
and where we use the notation O'(x) to denote the ap
plication of the nonlinear function (T to each coordinate
of the vector x , We also write the output eq. (3) as

1.1. Uniqueness of Weights

Stability properties, memory capacity, and other char
acteristics ofthe above types of systems have been thor
oughly investigated by many authors; see, for example,
Hirsch (1989) and Michel, Farrell, and Porod (1989)
and references therein. In this article, we are interested
in studying a somewhat different issue, namely, to what
extent does the function of the net, this is, the "black
box" behavior mapping external inputs to output sig
nals, uniquely determine the coefficients aij, bij' cij de
fining the network? A precise formulation is as follows.
Assume that the network is started at the relaxed state

where C is a p X n matrix. Note that once the nonlin
earity (T is specified, and the choice ofmodel (4 ) or (5 )
is made (i.e., once the architecture of the network has
been fixed), the triple of matrices CA, B, C) uniquely
determines the network dynamics. The entries ofthese
matrices are usually referred to collectively as the
"weights" of the network.

Closely related to the above models are those for
which the neurons evolve according to

x = a(Ax + Bu). (7)

Again with outputs (6), they are a natural generaliza
tion of the linear systems that appear in control theory
(namely, those for which 0' is the identity mapping).
Such generalized linear systems are of interest for many
reasons besides neural network applications. They pro
vide a class of "semilinear" systems, for which one
might expect a theory closer to that of linear systems
than is the case for general nonlinear smooth systems.
Moreover, for suitably sharp nonlinearities (T they are
approximate models of discontinuous equations such
as x = sign (Ax + Bu). [See Schwarzschild and Sontag
( 1991) for related work on systems that mix linear dy
namics and sign functions.] In discrete time, systems
of the type (7) have been recently shown to be at least
as powerful as any possible digital computational device
(see Siegelmann & Sontag, 1991, 1992) when all
weights are rational numbers and a general model of
analog computers when the weights are allowed to be
real (Siegelmann & Sontag, 1992a).

differential equation-respectively, (4), (5), or (7)
and an output signal y(t) =: Cx(t) is thus generated.
In this manner, and for any fixed architecture, for each
triple (A, B, C) there is an input-output mapping

AlA,B,C}: u(·)..- y(.). (8)

Our main question is to decide to what extent are the
matrices A, B, C determined by the i/o map
ping A(A,B,C).

In the special case when a is the identity, classical
linear realization theory-see, for instance, Sontag
(1990, chap. 5)-implies that, generically, the triple
(A, B, C) is determined only up to an invertible change
of variables in the state space, that is, except for de
generate situations that arise due to parameter depen
dencies ("noncontrollability" or "nonobservability"),
if two triples CA, B, C) and (A, n, C) give rise to the
same i/o behavior then there is an invertible matrix T
such that

T-1AT = A, T-1B = B, CT = C. (9)

This is the same as saying that the two systems are
equivalent under a linear change of variables xU) =
Tx(t). Conversely, still in the classical case a = identity,
any such T gives rise to another system with the same
i/o behavior when starting with any given triple (A,
B, C).

These classical facts essentially apply only when a
is linear, as we will discuss in this article. We will show
that for nonlinear activations (under weak assumptions)
the natural group ofsymmetries is far smaller than that
of arbitrary nonsingular matrices, being instead just a
finite group. We will prove that if two nets give rise to
the same i/a behavior then a matrix T will exist, sat
isfying(9), but having the special form of a permutation
matrix composed with a diagonal matrix performing
at most a sign reversal at each neuron. (Moreover, the
activation function itself is identifiable, up to certain
symmetries, in a precise sense.) In concrete terms, this
will mean that the input/output behavior uniquely de
termines all the weights, except for a reordering ofthe
variablesand.for odd activationfunctions, sign reversals
0/all incoming and outgoing weights at some units.

After some thought, this result is not surprising
see the intuitive discussion given below for the single
neuron case-but technically it requires a certain
amount of effort to establish.

1.2. Intuition Behind the Results

It is useful to consider our results in trivial situations
(one neuron) to develop an intuition as to their nature.

Consider first the case of two one-neuron, one-input,
one-output systems (i.e., n =: p = m = I) with zero A
matrix, as follows:

x= at bu), y = ex

x = l1(bu), y = Ex

(5)

(6)y= Cx ,

x = -x + q(Ax) + Bu,

and
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[models of type (7)]. For the first equation, the zero
initial-state i/o behavior takes the form u( . ) I--';> Y( • ),
where

y(t) = f cu(bu(s)) ds

and similarly for the second. Note that in the case in
which a is an odd function (which is the case studied
most often in applications) reversingthe signsofweights
leaves the i/o behavior invariant:

f (-c)u( -bu(s)) ds '= f cu(bu(s)) ds

for all u( .). Thus, both systems have the same i/o
behavior if it holds that

b = -b, c = - C. ( 10)

Assume conversely that the zero-state i/o behaviors
coincide; we wish to prove now that either both systems
are the same or ( 10) holds.

Of course, the desired implication will not be true
unless suitable nondegeneracy assumptions are made;
for instance, if c = c:::::: 0 then both give the same i/o
behavior but band 0 may be different. Moreover, the
case in which a is linear must also be ruled out because
otherwise ca(b) = cbot I) and the only constraint for
equality is that cb :::::: co.

Note that the assumption of identical i/o behavior
is equivalent to

cu( bJ1.) = cu( bJ1.) for all J.l E IR ( 11)

(equality as functions IR - IR). If a has three derivatives
at zero, and if we assume that

u'(O) '" 0 and ull/(O) '" 0 (12)

then taking first- and third-order derivativeswith respect
to It in ( 11), and evaluating at It :::::: 0, we conclude that

eb = CD and cb3 == Cb 3, ( 13)

from which it follows, if cb -:F 0, that b2 :::::: lJ2 and hence
that 1b I = IbI. Thus, either ( 10) holds or b = b, c ::::::
C, as desired. Instead of all/(O) -:F 0, we could have as
sume merely that somederivative a(q)(O) -:F 0, for some
q > 1, because this would give by taking enough deriv
atives in (11) that cb" :::::: Chq and hence that b(q-I) ::::::
O(q-l) and again Ib I :::::: 101. (For analytic functions,
a(q)(O) -:F 0 for some q > 1 is equivalent to nonlinearity
of IT.)

for models of type (4 ), the equations in this special
case of A :::::: °and p :::::: m :::::: n :::::: 1 become

i = -x + u(bu), y == ex.

Here, the output for control u( • ) is

y(t) = f el-Seu(bu(s)) ds,

so again the assumption of identical i/o behavior is
equivalent to ( 11) and the result is as before.
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The same result is valid for models of type (5) as
well except that now the nondegeneracy assumptions
must be slightly different because merely requiring cb
-:F 0 is not sufficient to' force uniqueness up to sign.
Indeed, for A :::::: 0 the system (5 ) is linear, and thus the
only invariant for i/o behavior is the matrix product
CD, so Band C are highly nonunique, For instance, b
:::::: 1, c » 2 gives the same zero initial state i/o behavior
as b :::::: 2, c :::::: 1, for

i=-x+u(ax)+bu, y::::::cx (14)

when a = O. But, under suitable nondegeneracy of A
the result is still true. As an illustration, take the p ::::::
m > n:::::: 1 case, but now with a » 1, in (14). Looking
at the derivative y'(O), we know that two systems of
this form with same i/o behavior must have cb :::::: co.
Arguing purely formally, now take an impulsive control
of the type u :::::: itO, starting at x (0) :::::: O. This results in
xj O") :::::: bJ.L and X(O+) :::::: bit. Applying now a further
control identically equal to zero, and taking derivative
with respect to time, we obtain the value -cx(O+) +
c<r(x( 0-1"» + cb.O ::= -cbJ.L + cIT(blt) for the first system
and similarly for the second. This implies that (11)
again holds, and the argument is completed as above.
Without using delta functions, we can argue as follows:
Consider the control u(t) == 1 and the derivative at t ::::::
oof the resulting output y(t). Under the assumptions
that IT has three derivatives, cr (0) :::::: 0, 0" (0) :::::: 1, and
a'"(0) -:F 0, one obtains that

y(4)(0) == eb3ull/(O)

and similarly for the second system, from which it again
follows that IbI :::::: IbI, as desired.

1.3. Other Motivations for This Study

There are many motivations besides mathematical in
terest for posing the questions that we study in this
work. In many applications, feedback neural nets, or
"recurrent nets" as they are also called, are used as
models whose parameters are fit to input/output data.
(The purpose may be to use these models instead of a
real plant, for purposes of control, or for predictive
purposes.) This is done, for instance, in certain ap
proaches to grammatical inference and speech pro
cessing;see, for instance, Cleeremans, Servan-Schreiber,
and McClelland (1989) and Robinson and Fallside
( 1988). Typically,gradient descent algorithms are used
to fit parameters through the minimization of an error
functional that penalizes mismatches between the de
sired outputs and those that a candidate net produces
(the term "continuous backpropagation" is sometimes
used for the gradient descent procedure). Our results
imply that a dimensionality reduction ofthe parameter
space-as is the case with linear systems, where ca
nonical forms are ubiquitous in identification meth
ods-is, perhaps surprisingly, not possible for neural
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nets. In terms of the error function being minimized,
the set of global minima is finite.

For precisely the above reasons, but restricted to the
particular case offeedforward (i.e., nondynamic) nets,
the question of deciding ifthe only possible symmetries
are indeed the ones that we find we asked by Hecht
Nielsen ( 1989). The question was partially answered
(for so-called "single-hidden layer" nets, and using a
particular activation function) by Sussmann (1992),
who established a uniqueness result that, in our setting,
would apply to systems of the special type x =

li(Bu), y = ex, with a = tanh(x). [That is, there is
no "A" matrix; the result does allow for a constant bias
vector inside the sigmoid, however. Sussmann's result
can be generalized to a somewhat more general classes
of activations than tanh(x) by means of an analysis
based upon complex variables techniques and residue
computations (Albertini, Sontag, & Maillot, 1993).]

A different, though related, motivation for studying
the problem that we consider in this article originates
from synthesis considerations rather than identification.
Given a specified ilo behavior, it is of interest to know
how many possible different networks can be built that
achieve the design objective. Our results showthat there
is basically only one way to do so, as long as this ob
jective is specified in terms of a desired input I output
map. In this sense, structure (weights) is uniquely de
termined by function (desired ilo behavior).

1 .4. Remarks

Note that nonlinear realization theory, as described, for
instance, in Isidori (1985), Nijmeijer and Van der
Schaft ( 1990), and Sussmann ( 1977), can also be ap
plied to the problem considered here. This theory would
allow us to conclude that, under suitable assumptions
of controllability and observability, there is some ab
stract diffeomorphism that relates two networks having
the same ilo behavior. It is not clear how to exploit the
special structure of neural nets to obtain, using these
tools, the more precise result that we give; on the other
hand, the techniques that are used in the standard geo
metric theory of nonlinear systems-such as the sys
tematic use of Lie derivatives-are also central to the
proof of our result.

2. DEFINITIONS AND STATEMENTS OF
RESULTS

In general, we define a system ~ to be a continuous
time time-invariant system:

x = ft x, u)

y = hex), (15)

where x(t) E jRn, net) E jRm, and y(t) E jRP for all
t. We assume that! is at least differentiable on (x,
u). For any measurable essentially bounded control
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u(·): [0, T] _jRm, wedenote by ¢(t,~, u) the solution
at time t of (15) with initial state x(0) = ~; this is
defined at least on a small enough interval [0, e), e >
O. For the systems of interest in neural network theory,
ftx, u) is always uniformly Lipschitz with respect to
x, so e = T. [All results that we use on existence of
solutions and continuous dependence are included in
standard texts such as Sontag (1990).]

For each control, we let A(U) = A2;(U) be the output
function corresponding to the initial state x(O) = 0,
that is,

;\(u)(t):= h(¢(t, 0, u)),

defined at least on some interval [0, e).
Given two systems ~ and ~ with the same numbers

of input and output channels, that is, with p = p and
m = ni, we say that ~ and ~ are if 0 equivalent if it
holds that

;\1; = ;\t·

To be more precise, we require that for each u the do
mains of definition of A2;(U) and At(U) coincide and
their values be equal for all t in the common domain.
As mentioned above, in the network application these
functions are most often everywhere defined.

Fix an infinitely differentiable function a : ~ - jR

that satisfies the following basic assumptions:

0-(0) = 0, 0-'(0) =F 0, 0-"(0):= 0 I (*)

As before, we let a(x) denote the application of a to
each coordinate of the vector x.

We let cl",(n, m, p) [respectively, ~2(n, m, p) and
<8 3(n, m, p)] denote the class of all systems of type (4 )
[respectively, types (5) and (7)], with fixed n, m, p.

Given two systems ~ and ~ in $'1(n, m, p) and
<8 1(ii" m, p), respectively-note that we assume m =
ni and p = p-defined by the triples of matrices (A,
B, C) and (A, ii, C), we will say that ~ and ~ are sign
permutation equivalent if the dimensions of the state
spaces are the same, that is, n = ii, and there exists a
matrix T such that (9) holds and T has the following
special form:

T=PD

where P is a permutation matrix and D = diag(AI>
... , An), where each AI = ± 1.

The systems~ and ~ are just permutation equivalent
if the aboveholds with D =I, that is, T is a permutation
matrix.

We also define equivalence in an analogous manner
among systems of type (5) or systems of type (7).

Later, in the process of establishing the main results
we introduce a more general class of systems that in
cludes systems of the types (4), (5), and (7); we will
also define a notion of equivalence, "c-equivalence,"
that will encompass both permutation and sign-per
mutation equivalence.
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We call a subset @ of 8 I (n, m, p) generic if there
exists a nonempty subset

g s IR n2+nm+mp ,

whose complement is the set ofzeros of a finite number
of polynomials in n 2 + nm + mp variables, so that ~
is in @ if and only if its defining triple (A, B, C) is in
g. Observe that such a set 9 is open and dense and its
complement has measure zero. (In the results to be
given, the polynomials defining the complement of g
are given explicitely, and they correspond to the van
ishing ofappropriate determinants.) We also define ge
neric subsets of 8 2 ( n , m, p) and 8 3 ( n , m, p) in the
same manner.

Now, we are ready to state the main results. We as
sume that a : IR - IR satisfies the above assumptions
(*) and also that there exists some integer q > 2 such
that O'(q)(O) =1= O.

The assumptions are extremely weak and include a
large class of interesting nonlinearities. Observe that,
for instance, if a is odd (O'( -x) = - O'(x)), analytic,
nonlinear, and it satisfies a'(0) =1= 0, then it satisfies all
hypotheses (so the standard nonlinearity tanh(x) is in
cluded).

THEOREM 1. Assume that a is odd. For each m, n, p
there exists generic subsets

~I(n, m,p) ~ 8 1( n , m, p)

~2(n, m, p) <;; 8 2( n , m, p)

~3(n, m, p) ~ 8 3( n , rn, p)

such that, for any two systems

~E~I(n,m,p and fE~,(n,m,p)

[respectively, ~ E 32 (n , m, p), ~ E .82(;1, m, p) or
~ E 33( n, m, p), f E 33(ii , m, p)] it holds that L
and ~ are i/o equivalent if and only if ~ and 2: are
sign-permutation equivalent.

THEOREM 2. Assume that a is not odd. Then, there are
generic subsets as in Theorem 1, so that:

~ and ~ are iI 0 equivalent ifand only if
~ and ~ are permutation equivalent.

The rest of this article presents a far stronger tech
nical result and then shows how to derive these theo
rems as simple consequences. The more general result
will deal also with systems of the type x= Dx + O'(Ax
+ Bu) + Gu, y = ex. Also, Theorem 6 will extend the
results to the case when the nonlinearities are not a
priori known to be the same.
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c (O) = 0, 0"(0) i= 0, and d'(O) ::::: O. We will see later
(cf. Remark 3.4) that for our purposes we may always
assume 0"(0) ~ 1 in (*).

At various parts, we will also impose one or both of
the following conditions on the function 0', the second
of which is assumed for Theorems 1 and 2:

u/(x) - 0 as Ixl""" 00 I (AI)

I 3 q > 2 such that O'(q)(O) 1= O. I (A2)

Remark 3.1. As mentioned earlier, any function a that
is nonlinear, odd, and analytic [such as tanh(x)] sat
isfies our requirements (*) and also assumption CA2).
Property (AI) is often satisfied in examples of interest,
as well. However, property (A I ) is needed mainly to
deal with the general class of systems we will introduce
[see eq. ( 19)]. Notice that this assumption on a is not
necessary to prove Theorems 1 and 2.

Remark 3.2. We will remark later that for most results
only infinite differentiability of 0' in a neighborhood of
zero is needed, as opposed to globally.

If (J' satisfies (A2 ), then the following property is an
immediate consequence:

If O'(ax)

= au(x) for all x in a neighborhood of 0, (P)

then a E {± 1, 0 }.

We will denote by Au the following set:

Au = {XEIRIX *' a and u(Xx) == Xu(x)

for all x E Ill}. (16 )

Note that Au is a subgroup of (~\ {O}, .). The fact
that inverses are again in Au follows from the defining
equation in (16), applied to (1/ X)x instead of x.
Moreover, when property (P) holds we have that

Au S {l, -I}.

Given any function a : IR -- ~ and any positive in
teger n, we define (j as follows (more precisely, we
should denote this as Un, but we omit the n for sim
plicity):

0': IR n _lR n
; O'(x) = col(u(x,),,,,, u(xn ) ) (17)

that is,

3. GENERAL SETUP
for all a l , ••• , all E IR, ( 18)

We consider an infinitely differentiable function a :

IR -IR that satisfies the basic assumptions (*), namely,
where {e., ... , en} is the canonical basis in IR n.

From now on, we fix one such CI.
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3.1. Systems bl,ju'(b),j,B) + g),j = bt,p'(br,j(3) + si» (22)

We will study conditnuous-time systems whose state
space, input-value space, and output-value space are
~n, ~m, and ~P, respectively, and for which the dynam
ics are given by equations of the type

{
X = ft x, u) = Dx + u(Ax + Bu) +Gu

(19)
y = ex

for some matrices A E Rnxn, D E Rnxn, B E Rnxm, G
E RnXm , and C E RPxn. These are continuous-time sys
tems in the sense of Sontag ( 1990). We will call such
a system of a-system and denote it by :k = (D, A, B,
G,C)".

Observe that in the special case in which a is the
identity, or more generally is linear, we have a linear
system in the usual sense. The same holds if a is ar
bitrary but A = B = 0, This is useful to keep in mind
when understanding the conditions to be imposed later
for the various conclusions to hold.

Remark 3.3. Different matrices (D, A, B, G) may give
rise to the same functionJ(x, u) = Dx + O'(Ax +Bu)
+ Gu and thus to the same system. (C, on the other
hand, is uniquely defined.) For instance, if <T is the
identity, f depends only upon the sums D + A and B
+ G. But, for the types of functions a that we consider
this ambiguity will in general not happen, Indeed, as
sume that

Then:

(a) if D, = Dz and G, = Gz, then Al = Az and B,
= Bz;

(b) if a satisfies (AI), then D, = Dzand G, = G z (and
hence also AI = Az and BI = Bz).

Thus, arguing as before, if G, = Gz we have BI ~ Bz•
Note that, in general, when (A I ) holds, lim/l->-roau'(a{3)

= 0 for every a E ~ [either a = 0 and this is identically
zero or we use (A 1)]. So, by taking the limit as fJ .. 00

in (21) and in (22), we conclude D 1 = Dz and GI = Gz
if'(Al ) holds.

We will focus our attention on the following question:
When are two given e-systems ~ 10 ~2 equivalent (in
the senses defined in Section 2)?

Remark 3.4. We now explain why a' (0) i= 0 can be
replaced by the stronger assumption that <T'(O) = I
without loss of generality. Let a : IR -- IR be a differ
entiable function that satisfies the basic assumptions
( >1:) and let a = (T I ( 0) i= O. Consider the function u :
IR -IR defined by: u(x) = rr(x/ a). Then, also 0- satisfies
the basic assumptions (*), and moreover iT' (0) = 1.

Now, if~ = (D, A, B, G, C), is a o-system we may
define the new system having 1; = (D, A, B, G, C) if

to be the a-system with A = aA and B = aBo Notice
that ifu(t) is a control function defined on the interval
[0, T], and x(t) is the corresponding trajectory of:k
starting at x(O) = 0, then the trajectories and outputs
in ± corresponding to any given control will be the
same.

If ~, and ~z are a-systems, and we construct i: 1 and
±2 in this manner, we have that ~, and ~z are i/o
equivalent if and only if ±I and i:z are i/o equivalent.
Because our interest is in establishing the existence of
various linear equations relating A I and A2 , B, and Bz,
and so forth, and because these equations are not
changed under multiplication by a scalar, it is clear that
we can assume, without loss of generality, that a'(0) =
1. So, from now on, when we consider a differentiable
function a, we implicitly assume that (T'(O) = 1.

because

4. EQUIVALENCE

u(Px) = Pu(x) for all x E IR n (24)

(23)Pi,j = Oi,1<(i),

where 0i,k is the Kronecker delta. In other words, Pej
'= e..U) for the canonical basis {el, ... , en} in IR n, Note
that

In this section, we give a straightforward sufficient con
dition for equivalence, which will also turn out to be
necessary in a generic sense. We again fix a function
a : R -- IR, although for now we do not need to assume
that assumptions ( *) hold. Let 71" be any permutation
of {1, ... , n} and P be the permutation matrix that
represents 71", that is,

To prove these facts we can argue as follows. Taking
x = (Jej and u = 0, we have

Dd3ej + u(A,,Bej) = D2f3ej + (j(Az(3ej) for all /3 E IR,

which implies, denoting (A/)!,j by a~,j and (D/)i,j
by d;'j.

dl,j(3 + u(a),j(3) = dr.j(3 + rr(ar,j{3) (20)

for all fJ real and all indices i.]. After taking the deriv
ative with respect to fJ in the previous equation, we
have:

dl,j + al,ju'( aLr3) = dr,j + ar,ja'( ar,j/3). (21)

IfD I = Dz, then evaluating (21) at /3 = 0 we have

a1.Ju'(O) = aLu'(O),

which implies A, = Az,
Denoting (B/)i,j by bL, and (G/)i,) by g),j, and using

x = 0 and u = fJe) we can conclude, by the same ar
guments, that
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and

LEMMA 4.1. Let (1, P, Q be as above. Then, bothT =
PQ andT = QP are in A~. •

Proof Assume that a(Tx) = Ta(x) for all x E IR n•

Consider the oth-row ofT and denote this (t I , ••• , tn ) .

Then,

Observe that A~ is a subgroup of G/(n). When a is
linear, obviously A Z= GI(n). Otherwise, this group is
proper, and if (A2) holds it has cardinality at most
2 nn!, as follows from the following result.

•
5. TECHNICAL RESULTS

for all t.

Proof Denote by x the state variable for ~ t and by z
the state variable for ~z. We have, for any measurable
essentially bounded control u,

x = D1x = u(Alx + Bju ) + Glu

= TD2T-
1x + 0'(T(A2T-IX + B1u» + TG2u.

Thus, letting z = T-Ix, we have

i = T-1(TD
2z + 0'(T(A2z + Bzu» + TG2u)

= T- IT (D 2z + u(A2z + B 2u) + G2u)

= D2z +u(A2z + B2u) + G2u,

where, in the previous equations, we have used the fact
that T E A~. So, as z(O) = 0 = T-Ix(O), uniqueness
of solutions implies that

z(t) = T-1x(t)

for all t, for the trajectory of the second system corre
sponding to the same control, which implies

C2z(t) = C1Tz(/) = C,x(t)

A2 = T-IAIT,

D 2 = T-IDIT,

C2 = CIT,

B2 = T-IBI,

G2 = T-IG 1 •

The next property is trivial, but we state it for further
reference.

Proposition 4.4. Let ~t = (D, , A2 , B t , GIl Ci).., ~z

::= (Dz, Az, Bz, Gz, CzL be two e-systems. If they are
a-equivalent, then they are also i/o-equivalent.

DEFINITION 4.3. Let ~t = (D}, AI, B t , G I , C t ) . , ~2 =
(Dz, AZI Bz• G2, CZ)u be two a-systems and nl, nz be
the dimensionsofthe state spacesin ~ I, ~z, respectively.
We say that ~I and ~z are a-equivalent ifn, = nz = n
and if there exists an invertible matrix T E A~ such
that

(27)

(26)

(28)

(29)

tfCT'( ±fiX;) = tia' (Xl)'
,-I

Pu(x) = PC~ er(aj)ej) = ~ er(aj)e,,(j).

Let Q be any diagonal matrix such that

Qej = AA, where Aj EA. for all j = 1, ... , n.

Then, we also have that

u(Qx) = Qu(x) for all x E IR n
•

Picking any j =1= I, and taking the derivative in (27) with
respect to xj, we get

tjer'( ±liXi) = fju'(Xj)'
'=1

erC~ tjXj) =~ tjer(Xi)

for all (x!> ... ,xn ) . Because T is invertible, there exists
an index I such that t, =1= O. Taking the derivative in
(27) with respect to x., we have

We let

A~:= {T E GI(n)lu(Tx) = Tu(x) for all x E IR n
} .

The following lemma follows trivially from (24)
and (26).

LEMMA 4.2. If (1 is differentiable but it is not a linear
function, then every element of A ~ is of the form PQ,
with P a permutation matrix [as in (23)] and Q =

Diagtr«, ... , An) with each Ai E Au [as in (25)].

Multiplying both sides of(28) by tjlt" and comparing
(28) with (29), we have

tju'(Xj) = tjer'(x/).

This must hold for all choices ofXj and x, in IR. Because
o is not a linear function, a' is not constant so we must
have tj = O. The index j was arbitrary; thus, we have
that, in the ceth-row of T there exists only one index I
such that t, =1= O. Because also a was arbitrary, the matrix
T has at most one nonzero entry in each row, and, by
(27), this entry is in Au; thus, the conclusion follows.

•

Again, we fix a (1 : ~ -- IR, assumed differentiable and
so that (8) holds, more precisely so that

er(O) = 0""(0) = 1 - er'(O) = O.

In this section, we assume that two fixed systems

~\ = (D\, AI, B\, G 1, C\)a

and

~z = (D 2 , A2 , B2 , Gz, C2 )a

with m inputs and p outputs are given and we would
like to find necessary conditions for these two systems
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to have the same i/o behavior when both are initialized
at xA = X6 = o.

5.1. Some Basic Identities

Let {Ul> ... , ud be control values, that is, u, E R'"
for each i, and let ti, i = 1, ... , k be positive real
numbers. Consider the piecewise constant control u (t)
on the interval [0, T) with

k

T = L t.,
j-I

which is equal to ulan [0, t l ) , liz on [t l , t l + tz), and
so on. Denote by yJ(t) the jth-component of the output
ofthe system 1)" i = 1,2, corresponding to the control
u(t), and by X:11' l = 1, ... , k, the following vector
field:

Xr,,(x) = Dix +u(Ajx + Billf ) + Gilt,. (30)

We denote hj(x) = (e,x)j' The following is a well
known formula (see, e.g., Sontag, 1990, p. 210):

for all Xo E ~ n, where Lx h denotes the Lie-derivative
of the function h along the vector field X. Thus, if ~I

and 1)z have the same i/o behavior from (31) we have

Lx~ Lx~,h)(O) = Lx~.... Lx~,hJ(O) (32)

for all} = 1, , Pk, k ~ 0, and vectors Uj E R'",
The following technical lemma will be used later to

derive some necessary conditions for the two systems
to have the same i/o behavior. Ifh is a smooth function
from IR n to IR, and Z is a smooth vector field on IR n

,

expressed in the natural coordinates, we will use the
following notations:
1. 'lh = (ahjaxi> ... ,ah/axn ) , the usual gradient,
2. (Z)* = the usual Jacobian matrix of Z, that is, if

(Z), = zkthen [(Z)*]/k = azkjax/.
When we omit arguments, we understand all Jacobians
and gradients as being evaluated at the same point x.

LEMMA 5.1. Let h be a smoothfunctionftom fRn to /R,
and Z" i e. 1, be smooth vector fields on fRn. Then for
all k ~ 1 following formula holds:

L Z k . ' .Lz,h = "ilh(Zl)*." (Zk-t).Zk

+Gk(h,ZI"",Zk)' (33)

where the expression en», Zl' ... , Zk), which is a
scalar function ofx, is a sum of terms, each of which
is a product ofk + 1factors, and each ofthese factors
is a derivative oforder at most k either ofthe function
h or ofthe components ofthe vectorfields Z,. Moreover,
in each term there are at least three factors where the
derivative is oforder {O or 2 } and at least two ofthem
are oforder O.

F. Albertini and E. D. Sontag

Proof We will prove the statement by induction on k.
Let k = 1; then, we have

Lz,h = 'lhZ I (34)

by definition of Lie derivative. So, in this case the
lemma holds with GI(h, Zd =.s 0. To give an idea of
what the expression ofthe function G k is, before dealing
with the general induction step we also study explicitly
the case k = 2. In this case, we have

n a
L Z2Lz,h = I -a (Lz,h)(Z2)i

i~1 Xi

thus, letting GZ(h, ZI, Zz) = L7,j=1 (iJzh/ax/Jxj)X
(ZI );(Zz)j, G Z satisfies the desired properties and so
(33) holds for k = 2. Let now k > 2. By inductive
assumption, we have

LZk(Lzk-!'" Lz,h) = "il["ilh(Zd* ... (Zk-2)*Zk-tlZk

+ "il[Gk-1(h, ZI' ... , Zk-d]Zk.

First, we discuss the first term of this sum. Let L :=

'lh(ZI)*' .. (Zk-Z)*, a row vector. So, the first term is

'l[LZk-dZk = L(Zk-I)*Zk + Zk_l(LT).Zk>

where T indicates transpose. Thus, we have

L Zk' .. L z, h = "ilh(Z,)* . . . (Zk-d*Zk

+ Gk(h, ZI, ... , Zk),

where

Gk(h, Zl"'" Zk)

ZI_t(LT).Zk + 'l[Gk-l(h, ZI"'" Zk-l)]Zk.
"-v----' .. ... ' (36)

L, L,

Now we need to show that G k has the right properties.
It is clear from the expression of c-, using rules for
differentiation of products, that it is a sum of terms in
which each term is a product of k + 1factors. Moreover,
the terms arising from L1 in (36) involve only deriva
tives of at most order two, and those coming from L2

involve derivatives of order at most k (because by in
duction G k

-
I has derivatives of order at most k - 1).

So, we only need to show that in each term there are
at least three derivatives of order 0 or 2 and two are of
order O. Each term of L( starts and ends in factors of
order zero (the ones arising from Zk-I and Zd, and
exactly one of the factors in between includes a deriv
ative of order 2 because in L there are only first-order
derivatives. For the terms coming from Lz, notice that
in each term the last factor is of order zero and using
the inductive assumption we can conclude that there
are two other factors, one of order zero and one of
order 0 or 2. •

Notice that if X:, is any vectorfield of the type defined
by eq, (30) then
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(X:,(x»)* = D, + &(A;x +B,u)A;, (37)

where for any vector v = (VI' •.. , Vn ) , o-(v) denotes
the n X n diagonal matrix

&(v) = Diag«(j'(vd, ... , (j'(vn».
LEMMA 5.2. Let ~ = (D, A, B, G, C)Ube a a-system
and pick u, E IR m

, i = 1, ... , k. Denoting by Cj the
jth-rowofC, we have that, for all j = 1, , P

L xu, .. Lxu,Cj(x) = Cj(D + u(Ax + BudA) .

(D + &(Ax + BUH )A)(Dx + iT(Ax + Bud + GUk)

+j}(x, Ub .•. , Uk), (38)

where fj is a function that is identically zero if k = 1
or 2 andfor k e: 3 satisfies fj(O, 0, ... , 0, u, 0, ... ,
0, v) = 0 for all u, v E IR m .

Proof. We apply the result in Lemma 5.1. By (37), we
have that the first term in the right-hand side of(38)
is exactly the first term in (33). If k = I or 2, then we
get the desired conclusions from eq. (34) and (35) be
cause any derivative of Cjx of order greater than 2 is
identically zero. For k ";? 3, we only need to prove that

Gk(Cjx, Xu" " ., X lIk ) = 0 (39)

at x = 0, when Uk = v and all the other u,s but one
equal zero. Because the second derivative of Cj x is zero,
IT (Ax + Bu) IX-O,u~O = 0, and 0-"(0) = 0, all the zero
and second-order derivatives vanish identically for en
tries of X, and C. Thus, (39) holds by Lemma 5.1. •

Proposition 5.3. Let ~J and ~2 be the two a-systems.
If they are if 0 equivalent, then for all!, k ";? °and for
all u, v E IR m it holds that

CI(D1+ A1)'(DI + &-(B,v)Ad(D, + AI)k[iT(Blu)

+ Glu] =Cz(D z + Az)'(Dz + &(Bzv)Az)(Dz

+ Az)k[iT(Bzu) + Gzu]. (40)

Proof The statement follows from Lemma 5.2 applied
to the sequence of control values

because o-(Ax + Bu)[x=o,u=o = I and fj(O, 0, ... ,0,
v, 0, ... , 0, u) = 0. •

Remark 5 .4. Let ~ I and ~2 be as before.
1. Applying (40) to the sequence of control values

(0, ... , 0, u), we have
\ "

k

CI(DI + Adk[iT(B1u) + GIU]

= Cz(Dz + Az)k[u(Bzu) + GzU] (41)

for all u E IR m
•
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2. Let VI be the lth-coordinate ofv E IR m. Then

a
-a [C(D + A)k(a(Bv) + Gv)}

VI

= C(O + A)k[u(Bv)B/+ G,L

where B, and G, are the lth columns of Band G,
respectively. Thus, from the equality (41), and eval
uating the previous derivative at v = 0, we have that

CI(DI + AI)k(B I + G.)

= Cz(Dz + Az)k(Bz + Gz) (42)

for all integers k ~ 0.

5.2. Finding the Equivalence T

For each fixed positive integer n, m, p, let

Sn,m,p = {(A, B, C) IA E R nxn, B E R nxm, C E RPxn} .

We let S~,m,p be the subset ofSn,m,p consisting of those
triples (A, B, C) that are canonical, that is, observable:

rankjC", ATCT
, .•• , (AT)"-ICT] = n

and controllable:

rank[B, AB, ... , An-1B] = n;

see Sontag (1990, sec. 5.5). This is a generic, in the
sense of the introduction, subset of S, .m.p» for each n,
m, andp.

Proposition 5.5. Assume ~ 1 and ~2 are if 0 equivalent.
Assume, also, that

(D; + Ai, B, + G i , C;) E S~",n,p

for i = 1,2. Then, nJ = nz = n and there exists a unique
matrix T E Gl(n) such that

Cz = CIT,

Dz + Az = T-1(D 1 + A.)T,

Bz + Gz = T-1(B1+ GI),

u(B2u) + G2u = T-I(iT(Blu) + Glu) Vu E ~m. (43)

Proof Note that eq. (42) says that the two linear sys
tems given by the triples

(D; + Ai, B; + G" C/), i = 1,2

have the same i/o behavior; thus, because they are both
canonical we know by the linear theory that nj = nz
and there exists a unique invertible matrix T that sat
isfies the first three equations of ( 43 ). Thus, in partic
ular, we have

Cz(Dz + A2 )k[a (B2u ) + Gzu]

= CI(D1+ AI)kT[iT(Bzu) + G2u ] 'v'k 2=: 0, Vu E IR m
•

Combined with eq. (41), this gives

C,(DI + A1l[u(B1u) + G1u]

= CI(DI + A 1)kT[a(B2u) + G2u], 'v'k 2=: 0, 'v'u E W',
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n

= -u'(bJ"v){A,T );,) + L ti.kaLu'(bLv) . (48)
k=1

For a control value of the special form u = (v, 0, . .. ,
0), with v E IR, this equation becomes

(DIT)/,) - (D2T ) t,)

If we take the limit as v - 00, then, because all the
entries of BI and B2 are nonzero and (A I ) holds, the
left-hand side of eq. (48) goes to zero. So, we can con
clude that

(49)

Proof The sufficiency part is given by Proposition 4.4;
thus, we need only to prove the necessary part. From
Proposition 5.5, we know that nl = n2 = n; let T be
the matrix obtained in that proposition. By eq. (45),
we have

(DtT);.i - ( D 2T ) i,i

= -u'(i bI.tU/)(AlT)i,J + ±t/'kaLu'(~ bLu/).
Iml k=l '_I

THEOREM 3. Let ~I = (D" Ai, B i, Gil Ci ). E Snt,m,p!or
i =: I, 2 I and assume that IT satisfies (A 1). Then the
two systems are iI 0 equivalent if and only if they are
a-equivalent.

B ~.m= {BElRnxmlb/ .j+O vt .! and Vi+j3k

such that bi.klbj,k~ A. }. (46)

Notice that ifcondition (P) holds, which in turn would
be the case if (A2 ) holds, then the second condition in
the definition of B ~,m says that for all i =fj there exists
k such that 1bi,k I =f Ibj •k I. As an illustration, if (P)
holds and m = 1 the conditions defining B~.l say that
all the components of the vector B are nonzero and
they have different absolute values.

We let

Sn.m,p = {(D, A, B, G, eLI
B E B~m , rank[A, B] = n } (47)
and (A + D, B + G, C) E S; ,m.p

Notice that S n,rn.p is a generic subset of the set of
all IT-systems, when we identify the latter with
IRn2+n2+np+2mn_cf. Remark 3.3-provided that A. is
finite.

which in turn implies

A2 = T-1AjT

by the second equation in (43). Using, again, the con
trol value u of the special form (f, 0, . . . , 0), eq, (44)
becomes

5.3. Characterization of T

Now, we want to prove that the sufficient condition
stated in Proposition 4.4 is also necessary in a generic
sense. For this purpose, we first let

and thus by the observability assumption applied to
the pair «AI + D, ), Ci ) we have

u(B1u) + Glu = T(u(Bzu) + G1u) Vu E IR rn,

as desired. _

Remark 5.6. Let VI be the lth-coordinate ofv E ~m.

Then, by taking the derivative with respect to VI in the
last equation of (43) , we have

iT(Bzv)(Bz)/ + (Gz)/ :; T-1(iT(B1v)(B1)/ + (GI)/) ,

where, as usual , (Bj), and (Gi ) " i = I , 2, are the lth
columns of Band G, respectively. This implies

iT(Bzv)Bz+Gl=T-I[&(B1V)BI+Gd VvElR m • (44)

Proposition 5.7. Assume that ~ I , ~z satisfy the same
assumptions as in Proposition 5.5. Then, the invertible
matrix T satisfies also the following equation:

(DI+iT(Blu )AI)T=T(Dz+iT(B1U)Az) VuElRm. (45)

Proof Notice first that by (43) we have

Cz(Dz + A z) / = C1(D, + AI )/T V/:2:: O.

Now, we apply (40) to get, for any u, v E IR m and any
l~ 0:

C,(D1+ Ad/(D l + iT(B1u )A1)(D1 + A ,)kpr(B1v)

+ G1v] "" C,(D 1 + Ad/T(Dz + a-(B1u)Az)(Dz

+ Az) k[u(Bzv) + Gzv].

Thus, by the observability assumption on (AI + D I ,
C1) we have

(D1 + a-(B,u)A,)(D l + A1)k[iT(B1v) + G1v]

= T(Dz + a-(B1u)Az)(Dz + Az)k[u(B1v) + Gzv).

Applying (43) to the left-hand side of this, we have

(D, + u(B 1u)AI)T(D2 + A2 )k[U(Bzv) + Gzv)

= T(D2 + &(B2u)Az)( Dz + A 2) k[u(Bzv) + Gzv].

Because for all I = 1, . . . , m we have

~ (Dz + A 2)k(u(B1v ) + Gzv] 1,-0
aUr

= (Dz + AZ)k[(Bz)/ + (G z ),) ,

where (B2 ) , and (G2 ) , are the lth columns of B2 and
G2 , respectively, we can conclude that, for all k ~ 0

(D. + &(B1u)A 1)T(Dz + Az)k(B2 + Gz)

= T(D2 + u(B2u )Az)( D2 + Az)k(Bz + G 2 ) ·

This equation, together with the controllability as
sumption on (A 2 + D2 , B2 + G2 ) , gives (45). _
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Taking the limit as v - co, we have, as before, that
the left-hand side of the previous equation goes to zero.
Thus

because T is invertible, each L , =1= 0. Moreover, if L,
n L] =I- 0 for some pair i =f i. then we have (using any
kE L in L])

Because Aa is a subgroup, the previous equation implies

bJ.1 _ bJ,I b~.1 1-bi- b2hi EA. V-I , . .. , m,
j,l k ,l j,l

which contradicts the assumption that BI E: B~,m' So,
we conclude that L, consists of only one element; thus,
for each i = 1, ... , n there exists only one index j ==
7T'( i) such that li,1f(i) 1= O. Let P be the permutation ma
trix representing 7T'; then, we can write the matrix T as
follows:

TG2 = G I ,

which in tum implies

TB 2 = B I

by the third equation in (43) . Notice, for further ref
erence, that assumption (AI) is used only in these two
parts of the proof.

Thus, the matrix T satisfies all the desired interlacing
equations. It remains to show that T E A~, for which
it suffices to show that T is of the form PQ, where P
and Q are defined, respectively, as in (23) and (25).
From (45) and (49), we get

and btl E A
b},1 "

V]=I , .. . , m .

(50)

On the other hand, because we have proved that G2 ==
T -1G I the last equation in (43 ) becomes

Ci(B2u) = T-lrr(B lu) 'iu E 1li!1n. (51 )

Taking the partial derivative with respect to u, in the
previous equation, we conclude, for all u E [Rm:

0-(B2u)(B2 ) , = T-lo-(B tu)(Bil"

where (B;)/ indicates the lth column of B; and hence
also ~«Blu)BI = Tu(B2u)B2 • Thus, using the other
interlacing equations, we conclude

T=PQ,

where Q = Diag(ll,..(l) , • • • , In ,"lr(n) )'

To complete the proof, we need to see only that (i.r (i)

EA. for all i = I, ... , n . From eq. (51) and because
B, = TB2 , we have that, for each u = (u lo • , ., urn)
E~m.

= ti,wl i1a( ~ b;(I)"UI), for each i = 1, . ..• n.
I- I

•As b;(i),k =f 0, this means t",,(i) E Aa as desired.

5.4. Special Cases

Remark 5.9. Assume given n different functions a, that
satisfy our assumptions (*) instead of a fixed (1. Define

u(x) = (cr,(XI)' . . . , I1'n(xn)) ,

If u/(0) = f3 =F 0 for all i , for some fixed fJ, then all our
results still hold for two generic systems of the same
dimension.

Remark 5.8. We can conclude the same results if only
we require that the function o be infinitely differentiable
in a neighborhood of zero, instead of on all of IR, and
if we change (AI) into

(jECI(~) and cr /(x)-+O as Ixl-+oo . (AI')

For the case D = aI mentioned in Remarks 5.4.1
and 5.4.2, just smoothness about x = 0 is sufficient.

We show in this section how to deal with a few special
cases of the general class of systems considered.

Again, using u of the special type Wk = (0, ... , 0, v,
0, . , . , 0) (v E ~ in the kth-position) we get

cr(ti,..(ilb;(iI,kV) = tl ,..(I )U(b;(i),kV) 'tv E~.

( 52)

(53)

a(B1u )T B2 = Tu(B2u)B2

for all u E ~m. From (50) and (52) , we have

0-(Btu)T[A2 , B21= To-(B2u)[A2, B2 ] .

Thus, by the full rank assumption on the matrix [A2 ,

B2], we can conclude

u(Blu)T = To-(B2u) , 'in E 1li!1n.

We can rephrase (53) as follows:

11"(i b},1Ut)t,.j = 11"(i bJ"lt,)t;.j,
~ I I-I

By taking u of the special form Wk == (0, ... , 0, v, 0,
. . . , 0) (v E [R in the kth-position) , we conclude, for
each pair i , j

{I.j 1-0 => (J"/(b!,kV) == (j'(bJ,kV)

'ik = 1, . .. , m, 'Vv E 1Ii!. (54 )

Because u(0 ) = 0, we may integrate and conclude that

bJ,ka(b! ,kv) = b !,ka(b},kv )

for any such i.] and for all v , or equivalently that e (sx)
= su(x) for all x, where s = bI,k/b},k> that is,

ti,j=l=O=>bJ,k/b},kEA" Vk= 1, ... .m, (55)

For i = I, . . . , n, let

Li = Ulti,j=l=O };
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In this case, we cannot apply the results ofTheorem 3
directly because for this class B = 0 and the zero matrix
does not belong to B~,m, so we argue as follows.

Given ~, as before, we consider the following system
~:

5.4.2. When D is diagonal and B = O. Assume that we
fix again an a E IR and this time restrict our attention
to the subclass of systems of the form

~ = (aI, A, 0, G, C).,

where a is the fixed real number (the same for all mem
bers of the class). Notice that when a = -1 this class
of systems is the class described in eq. (5). A typical
system ~ of this class is of the type

x = ax + O'(Ax) + Gu

5.4.1. When D is Diagonal and G = O. Assume now
that we fix an a E ~ and restrict our attention to the
subclass of systems of the form

L = (aI, A, B, 0, C).,

where a is this fixed real number (the same for all
members of the class). In this case, the result of Theo
rem 3 applies even ifwe drop the assumption (AI). In
fact, from eq. (43), because D1 = D2 = aI, and G[ =
G2 = 0, we can conclude, without using assumption
(AI), that

A2 = T-1A1T, B I = TB 2 ,

and u(B1u) = Tu(B2u) "tu E IRm.

As assumption (AI) was used only in this part of the
proof, our statement follows. In particular, this applies
for a = 0, which gives the class of systems in eq. (7),
or a == - I, which gives the class in eq. (4).

Observe that in this case (D = diagonal and G = 0)
the assumption rank [A, B] = n is redundant as it
follows from controllability of the pair (A + aI, B) or,
equivalently, of the pair (A, B); this is just the case A.
::= - a of the Hautus condition (cf. Sontag, 1990,
Lemma 3.3.7).

(58)

(60)

Proof We first notice that if L[ and ~2 are i/o equiv
alent then, for any value v E [Rm, we have

Proposition 5.12. If 2:. and ~2 are i/o equivalent, then
±[and ±2 are also i/o equivalent.

Proof Given an admissible control u(·), we can find
a sequence un ( • ) E A such that the controls un ( .) are
equibounded and converge to u( . ) almost everywhere.
Now, we need only apply the approximation results in
Theorem I of Sontag ( 1990) to conclude the desired
result. _

Let ~I and 2:2 be two systems of type (56) and ±i
for i = 1, 2 their corresponding systems of type (57).

Indeed, let u(t) = vt be a linear-in-time control func
tion. Then, for t small enough this control is admissible
for both ~. and 2:2• Moreover, denoting by yd, ) the
respective output functions we have

Yi(O) = CiGiV,

which, given the i/o equivalence, implies (58).
We now prove the statement by way ofcontradiction.

Assume that 1;[ and ±2 are not i/o equivalent. Then,
by Lemma 5.11 there exist u(·) E A and t > 0 such
that, denote by Yi( • ) the respective output functions
corresponding to u('), we have

ptCi) of. pit). (59)

Because u(·) E A, by Lemma 5.10 we have that Xi(t)
= Zi(t) + Giu(t) for i = 1,2, are the trajectories in ~i

corresponding to the control - au ( .) + u(.). More
over, their corresponding outputs are

A={vlvECI[O,T] for some T>O, v(O)=O}.

LEMMA 5.11. If 2: 1 and ~2 are two a-systems that are
not i/o equivalent, then there exists v E A and t > 0
such that, denoting by Yf, i = I, 2 the respective output
functions corresponding to v, y[ (t) -+ Y2(t).

(56)y= Cx

Let A be the following class of control functions:

x(t) = z(t) + Gu(t)

is the trajectory of ~ corresponding to the input - an(t)
+ u(t), with x(O) = O. _

LEMMA 5.10. Let net) be an input function defined on
[0, T] with u E C1[O, T] andu(O) = O. Ifz(t) is the
trajectory of± corresponding to uf z), with z(O) = 0,
then

i = cez + er(Ax + AGu)

w = Cz

The next Lemma is easily checked.

(57)

From the previous equation, and from eqs. (58) and
(59), we have

Yl (i) of. Y2(i),

which contradicts the fact that the systems ~ 1 are i/o
equivalent. _

The proof in this case will rely upon the transfor
mation

~ = (aI, A, 0, G, C), - ~ = (aI, A, AG, 0, C) •.

This will require reinterpreting the genericity conditions
for the latter system in terms of the former one. From
this purpose, we first observe that for any two matrices
A E ~nxn and G E IR nxm it holds that:
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1. rank [A, AG] = n if and only if A is invertible.
2. (A, AG) is a controllable pair if and only if A is

invertible and the pair (A, G) is controllable.
The first property follows from the fact that [A, AG]
= A[I, G], while the second assertion follows from
[AG, A 2G, ... , AnG] = A[G, AG, ... , An-1G].

Now, let

S = {(aI A 0 G C) lAG E B~.m, A invertible,} .
n,m,p " , , a and (A, G, C) E S;',m,p

• When a is odd, A ~ is precisely the set of such ele
ments.

• When a is not odd, - 1 $. A", so A ~ is exactly the
set of permutation matrices.
The results now follow from Theorem 3, via the re

marks in Sections 5.4.1 and 5.4.2. Notice that for
Theorem lone can take

s.;« m, p) = ~3(n, m, p) = {(A, B, C)IB E B~,m

and (A, B, C) E S;',m,p}

6. PROOF OF MAIN RESULTS

Theorem 4. Let ~i = (cd, Ai, 0, Gi , CI) . E Sni,m,pfor
i = 1, 2. Then, the two systems are i/o equivalent if
and only if they are a-equivalent.

5.4.3. Yet Another Class.. Under a change of coordi
nates z = Ax, eq. (56) becomes

i == az + AiT(z) + G'u

7. UNIVERSAL INPUTS FOR
IDENTIFICATION

The results in this article imply that i/o experiments
completely determine the internal weights of networks
(up to a relabeling of units and sign reversals.) This
means that if two nets are not equal then there is some
input to which they respond differently. Given any pair
ofdistinct nets-and assuming the genericity conditions
apply to both-there is some such diagnostic input,
which depends upon the pair that has to be distin
guished. In principle, however, it may have been the
case that there is no "universal" input that, given any
pair of distinct nets, serves to distinguish this particular
pair. It turns out, however, that such universal testing
inputs do exist, and in fact inputs with such properties
are "generic" in a precise mathematical sense. This is
summarized in the following statement.

We assume that a is an analytic function and that
its derivative is bounded. (The last condition is imposed
simply to obtain a statement not involving domains of
definition of solutions ofdifferential equations and can
be relaxed; the analyticity assumption is critical, on the
other hand.) For each input u( . ) : [0, T] -- IR m, con
sider the mapping

and

8 2 ( n , m,p) = {(A, B, C)IAB E B~.m, A invertible,

and (A, B, C) E S;',m,p}.

Moreover, here B~,m is just the class of matrices B for
which
1. bi,):/= °for all i, j,
2. for each i =/= j, there exists some k such that Ib,,k I

:/= Ibj,kl.
For Theorem 2, the sets can be taken in the same

way except that now the set B ~,m consists of the matrices
B that satisfy that all entries are nonzero and this prop
erty holds: For each i :/= j, there exists some k such that
bi,k:/= bj,k.

•

(61)y == C'z,

as desired.

C2 "" CIT,

A2 == T-tA1T,

A2G2 == T-'A1G1.

Because the matrices AI are invertible, the last two
equations imply

Proof We need only to prove the necessary part. By
Proposition 5.12, if ~l and ~2 are i/o equivalent then
their corresponding systems 2';1 and 2';2 oftype (57) are
also if 0 equivalent. It is easy to see that the condition
~i E Sni,m,p implies 2';1 E Sn;,m,p. So, we can apply Theo
rem 3 [notice that this theorem holds without as
sumption (A I) by the remark in Section 5.4.1] and
conclude that nl = n2 == n, and there exists T E A~

such that

where G' = AG and C' = CA -r (assuming invertibility
of A). This type of system appears often in the literature
as well. Again, the uniqueness result holds; a genericity
condition can be derived from the above change of co
ordinates:

G' E B~,m, A invertible, and (A, G', C') E S;',m,p.

Several other classes of systems can also be treated
by coordinate transformations on the classesconsidered
here.

Theorems I and 2 are now proved as follows.
First observe that because property (P) holds, and

using Lemma 4.2, every element of A~ is of the form
PQ, with P a permutation matrix and Q a diagonal
matrix with entries in {-1, I}, and:

1fu : 1: ..-.. y( • )

where y( • ) : [0, T] -- ~p is the (zero-initial-state) out
put of ~ when the input u ( • ) is applied to the system.
We view the domain ofl/lu as the union ofthe sets 8 1(n,
m, p) over all positive integers n, that is, the set of all
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systems of the first class and with m input channels
and p outputs. (An entirely analogous result holds for
all the other classes considered in this article as long as
the above assumptions on (J" hold.)

THEOREM 5, Let T > 0 be arbitrary. Then, there exists
an input u : [0, T] - IR m such that 1/;u is one-to-one.

This result can be interpreted as saying that it is
theoretically possible, just from the information con
tained in the output Y('), and from the assumption
that the system is of the class considered, to uniquely
determine all the weights in the network. It does not
say anything about actual algorithms for determining
the weights from this output data; of course, this latter
one is an issue for further research. Moreover, the class
of infinitely differentiable inputs satisfying the conclu
sions of the theorem can be shown to be generic in the
sense that this class contains a countable intersection
of open dense subsets, in the standard C co topology, of
the set of all smooth controls u : [0, T] - IR m, and
there are even analytic inputs with this universality
property.

The proof of the above theorem is immediate from
the general results for control systems given in Sontag
(1979) and Sussmann (1979), which imply that iden
tifiability is equivalent to "single experiment" identi
fiability, for systems defined by analytic differential
equations and depending analytically upon parameters
(here, the weights). We omit details of the application
as this would involve introducing considerable extra
terminology, but the proofis totally routine (one proves
the result for each fixed n and then takes the intersection
of the set of all good inputs over all n, which gives still
a generic set.)

8. LESS KNOWLEDGE OF FUNCfION

It is interesting to point out that the nontrivial (neces
sity) parts of the results presented in this article often
do not really require precise knowledge of the nonli
neary a but merely of some of its derivatives-or, as
discussed later, slightly weaker results hold even with
almost no information at all, In this section, we sketch
these generalizations.

Assume that we have two infinitely differentiable
nonlinear functions (11, and lT2, such that

O"i(O) = O"}'(O) = 1 - O"i(O) = 0 for i = 1,2 (62)

and they satisfy assumption A2 with the same q > 2,
that is,

3q>2 such that O"jq)(O)=a*O. (63)

Notice that we have assumed, in particular, that
(}'~q\O) = a~q\O). Under these assumptions, it is easy
to see that if (1\(ax) :::= a(12(x) for all x in a neighbor
hood of zero then a E {±1, O}.

F. Albertini and E. D. Sontag

We let

An = { T E GI(nlIT = PQ,

h
P is a permutation matrix, and }

were. . '
Q == Dlag(A!, ... , An) With Ai = ±I

It can be proved that, arguing as in Lemma 4.2,

CTI(Tx) = TCT2(X) for all x E IR n implies T E An.

We denote by F",q the set of all infinitely differentiable
functions that satisfy the conditions expressed in ( 62 )
and (63) and also assumption AI.

Now, we give a definition that parallels Defini
tion 4.3.

DEFINITION 8.1. Let L I = (D I , AI, B I , G I , edITI' ~2

= (D2 , A2, B2 , G2 , C2) IT2 be two systems nl' nz be the
dimensions of the state spaces ofL I • L2 , respectively.
We say that L I and ~2 are equivalent if nl = nz = n
and if there exists an invertible matrix T E An such
that

A 2 = T-IAIT,

D2 = T-IDIT,

C2 = CIT,

B2 = T-IBI,

G2 = T-IG!.

Given the previous definition, we would like to conclude
that ( again generically) two systems that are i I 0 equiv
alent must be necessarily equivalent. Notice that all the
results presented in Sections 5.1 and 5.2 are based upon
the properties expressed by eq. (62) for the functions
ar. Thus, it is easy to see that those results, in particular
the equalities expressed by eqs. (40), (43), and (45),
hold if we substitute (1, cr, and uwith (1i, cri' and Uj in
a consistent way.Now, we fix two values for the param
eters a and q of eq. (63) and define two sets that will
play the same role as the sets B~,m and Sn,m,p defined
in eqs, (46) and (47), respectively. We let

Bn,m = {B E ~nxm Ibi,j *0 vi.] and

'Vit- } 3 k such that bi•k ! bj •k l' ± 1 (65)

and

S"~, ~ { (0, A, D, G, Cl.]
O"EF",q }

BE Bnm, rank[A, B] = n .
and (A + D, B +G, C) E S~,m,p

Given these definitions, we can now prove the fol
lowing result, which corresponds to the result presented
in Theorem 3 for the case of only one function a. (Of
course, now there is no reason for equivalence to imply
iI 0 equivalence, as the nonlinearities may be different.)
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THEOREM 6. If the systems 1:, == (D" A" B" C')"I E
Snl,m,p for i == 1, 2 are i/o equivalent, then they are
equivalent. Moreover, either 0"1 (x) == 0"2(X) 'rIx E Ilil',
or 0"1 (x) = - 0"2 (-x) 'rIxE Ilil'.

3. if the t, ..(Os take both values ± 1, then, necessarily,
crl(X) == cr2(X) for all x E Ilil'; moreover, in this case
we can also conclude that lTl must be an odd
function. •

8.1. No Information on Derivatives

Finally, we point out that even with no knowledge of
derivatives partial results can be obtained. Indeed, as
sume we are given a function a satisfying the following
properties:

Proof We will only give a brief sketch of the proof,
describing only the critical steps, following the proof
of Theorem 3. Using the same arguments as in the
mentioned proof, we can conclude that nl == nz == n

and there exists an invertible matrix T that satisfies all
the desired interlacing equations. Thus, it remains to
show that TEA". Notice that the following equation
holds:

0"(0) = 0""(0) = 0

0"/(0) = a> 0

0"4'(0) = b > 0, (68)

If the two systems are i/o equivalent, then nl = nz =

n and there exists a matrix TEAn such that

together with assumption AI.
Let o-(t) :== ru(st), where sq-l == a]band r == lias.

Then, a- E F1•q • If ~ == (D, A, B, G, C)o is a IT-system,
then the a--system with the following matrices:

Proposition 8.2. Let ~, = (D" Ai, B j , C')<Tj be two sys
tems as before. Assume, for i = 1, 2, that

1
-BjE Bn, m ,
Sj •

- 1B=-B,
s

- 1A=-A,
rs

D=D,

- - 1G = rG, C =-C
r

has the same i/o behavior.
Assume now, that we are given two systems ~" with

i == 1,2, and with functions crt satisfying the assumptions
of eq, (68) (now with possibily different parameters a
and b). Then, the following proposition is a direct con
sequence ofTheorem 6 and of the previous observation.

T= PQ,

tl •J '" 0- O"I(SV) = S0"2(V),

where s = bJ,k! b J,b and the previous equation holds
for all k = 1, ... , m, and 'rIv E Ilil'. Thus, we have

t,.J'" 0 = b}.db/.k = ±1 Vk = 1, . 0 0' m.

From now on, we argue as in the last part of the proof
of Theorem 3. For i == 1, ... , n, let

L,= {jltl.lioO};

because T is invertible, each L, +0. Moreover, if L,
n Lj +0 for some pair i +j then we have, (using any
kE L,nLj )

b2 b 2

-!il. = +1 and -!il. = +1 v! 1b /,{ - bJ.I - v = , ... , m.

Clearly, the previous equation implies

b l

b:·1
= ±1 VI = 1, o' • , m,

l.I

So, we find

which contradicts the assumption that B{ E Bn.mo So,
we conclude that L, consists of only one element; thus,
for each i = 1, ... , n there exists only one index j ==
11( i) such that ti.lI"(i) +O. Let P be the permutation rna
trix representing 11; then, we can write the matrix T as
follows:

where Q = Diagt z,....(l), •.. , tn ....(nj).

To complete the proof, we need to see that t'.lI"(') ==
±1 for all i == 1, ... , n. Notice that we have

0"1(t,,1I"(i)b;u).kV) = t'.1I"(i)0"2(b;(i).kV) "IvE Ilit

As b;(i),k '" 0, this means ti ...(i) == ±1 as desired. Notice
that this last equation says, in particular, that

(67)

Thus, we can have these following three cases:
1. if t, ..(i) = 1 for all i, then 0"1 (x) == 0"2(X) for all

xEIlil';
2. ifti...(/) = -1 for all i, then O"I(X) = -0"2( -x)for all

xEIlil'.
Moreover, either O'I(X) == (r2/r\)0'2([S2/S1]X) for all x
E Ilil' or u\(x) == -(r21 rl )cr2(- [S2/sdx) for all x E Ilil'. •
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9. CONCLUSIONS

We proved that, generally on nets, the i/o behavior
uniquely determines the internal form, up to simple
symmetries. The sets where this conclusion does not
hold are "thin" in the sense that they are included in
sets defined by algebraic equalities. (Note that the par
ticular sets ./(n, rn, p) that we construct may be slightly
larger than strictly needed for the conclusions to hold.)

The results imply unique identifiability of parame
ters under all possible input/ output experiments. We
also gave a result showing that single experiments are
(generically) sufficient for identification in the analytic
case.

Finally, the last section showed that if the precise
nonlinearities are not known a result can still be ob
tained, essentially providing uniqueness up to four pa
rameters.

As problems for further research, we may mention
the following:
• Obtain precise sample complexity bounds.
• Study the effect of noise. Here, one may expect a

connection to optimal Hankel approximation as well
as other linear control theory issues.

• Design algorithms for parameter identification using
the techniques introduced here.
An analogous result for discrete-time networks has

been recently obtained (see Albertini & Sontag, 1993).
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