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In the early embryonic cell cycle, Cdc2–cyclin B functions
like an autonomous oscillator, whose robust biochemical
rhythm continues even when DNA replication or mitosis is
blocked1. At the core of the oscillator is a negative feed-
back loop; cyclins accumulate and produce active mitotic
Cdc2–cyclin B2,3; Cdc2 activates the anaphase-promoting
complex (APC); the APC then promotes cyclin degradation
and resets Cdc2 to its inactive, interphase state. Cdc2 reg-
ulation also involves positive feedback4, with active
Cdc2–cyclin B stimulating its activator Cdc25 (refs 5–7)
and inactivating its inhibitors Wee1 and Myt1 (refs 8–11).
Under the correct circumstances, these positive feedback
loops could function as a bistable trigger for mitosis12,13,
and oscillators with bistable triggers may be particularly
relevant to biological applications such as cell cycle regu-
lation14–17. Therefore, we examined whether Cdc2 activa-
tion is bistable. We confirm that the response of Cdc2 to
non-degradable cyclin B is temporally abrupt and switch-
like, as would be expected if Cdc2 activation were bistable.
We also show that Cdc2 activation exhibits hysteresis, a
property of bistable systems with particular relevance to
biochemical oscillators. These findings help establish the
basic systems-level logic of the mitotic oscillator. 

It has been known for thirty years that there is an autocatalytic ele-
ment to activation of the M-phase trigger. Microinjection of cyto-
plasm from M-phase Rana pipiens4 or Xenopus laevis18,19 oocytes

causes G2-phase oocytes to enter M phase. Furthermore, microin-
jection of cytoplasm from these M-phase oocytes causes proges-
terone-naïve G2-phase oocytes to enter M phase, and the titre of the
mature oocytes’ M-phase promoting factor (MPF) activity never
decreases with sequential cytoplasmic transfer4. The basic mecha-
nisms of this autocatalysis were defined through experiments with
Xenopus egg extracts treated with recombinant, non-degradable
cyclins20. Cyclin-induced activation of Cdc2 inactivates the kinases
that inhibit Cdc2 activity and activates the phosphatase that dephos-
phorylates the same target residues20. Subsequent work established
that Cdc2 can activate its activator Cdc25 (refs 5–7) through the
intermediacy of the Polo-like kinase Plx1 (refs 21, 22), and that
Cdc2 can inactivate its inactivators Wee1 and Myt1 (refs 8–11).

It was realized that these positive feedback loops — Cdc2-medi-
ated activation of Cdc25 and inactivation of Wee1 and Myt1 —
could function as a bistable system12,13, toggling between two dis-
crete alternative stable steady states. Systems are termed bistable if
they toggle between two discrete alternative states without being
able to rest in intermediate states (Fig. 1c). In this case, the two sta-
ble states are interphase, in which Cdc2 and Cdc25 are inactive and
Wee1 and Myt1 are active, and the early part of mitosis (up to
anaphase), in which Cdc2 and Cdc25 are active and Wee1 and Myt1
are inactive. Bistability is not an inevitable consequence of positive

feedback23, nor is it the only useful systems-level property that can
arise from positive feedback loops (for example, sensitivity ampli-
fication24 is a more robust property of positive feedback systems
than bistability is). Nevertheless, a bistable trigger could be critical
for mitotic oscillator function by ensuring that a cell settles in dis-
crete, mutually exclusive interphase and M-phase states and not in
a continuum of intermediate states12,13. Bistability could also help
keep a cell from slipping rapidly back and forth between cell cycle
phases (‘chattering’) during transitions into and out of mitosis13.

Moreover, bistability is one way to ensure that a mitotic oscilla-
tor will never approach a stable steady-state, but will instead oscil-
late indefinitely, and an oscillator that possesses a bistable trigger —
a relaxation oscillator, similar in its basic mechanism to the Van der
Pol oscillator from electrical engineering and the FitzHugh/Nagano
oscillator from ecology—has a number of distinctive properties. A
simple two-component negative feedback system, such as one in
which Cdc2–cyclin B directly activates the APC and the APC in
turn directly inactivates Cdc2–cyclin B, will inevitably approach a
stable, intermediate steady state (Fig. 1d, e; also see Supplementary
Information Part 1 for a mathematical demonstration). Some
aspect of the circuit must be altered to convert it into a satisfactory
oscillator. One way is to add another component to the feedback
loop; for example, an intermediary, such as Plx1, between active
Cdc2 and the APC (Fig. 1f). The resulting regulatory circuit can
exhibit sustained negative feedback oscillations (Fig. 1g), and an
oscillator of this class could in principle be the basis of the early
embryonic cell cycle12,25. A different way of producing sustained
oscillations is to add a bistable trigger to a negative feedback loop,
resulting in a relaxation oscillator (Fig. 1h, i). This type of oscilla-
tor may have advantages over simple negative feedback oscillators
in terms of noise rejection, reliability, self-synchronization and spa-
tial propagation14–16, and may be particularly suitable as a biologi-
cal timer.

Therefore, we wanted to determine experimentally whether the
Cdc2 system is actually bistable. We began by examining the time
course of Cdc2 activation by a non-destructible Xenopus B-type
cyclin, ∆65-cyclin B1, in undiluted, cycloheximide-treated inter-
phase Xenopus egg extracts lacking endogenous cyclins (the non-
destructible cyclin is not subject to APC-mediated proteolysis,
allowing an examination of Cdc2 responses to specific, unchanging
cyclin concentrations). If activation of Cdc2 is bistable, then the
time course of Cdc2 activation in response to a constant level of
non-degradable cyclin should exhibit a temporal lag that precedes
an abrupt transition between low and high Cdc2 activity, as auto-
catalysis means that the rate of Cdc2 activation will increase as
Cdc2 activity increases. The activation of Cdc2 was temporally
abrupt and reached an apparent steady state within approximately
60 min (Fig. 2a), as previously reported for activation of Xenopus
Cdc2 by a non-degradable sea urchin cyclin protein in extracts20.
The observed temporal abruptness is consistent with the predicted
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behaviour of a bistable system, although temporal abruptness can
also be detected in a highly switch-like, but monostable, system
(one that is highly cooperative or ultrasensitive (Fig. 1b), but not
bistable (Fig. 1c)).

In addition, if activation of Cdc2 is bistable, there should be a
discontinuity in the steady-state level of Cdc2 activity as a function
of added ∆65-cyclin B1 concentration. As previously reported for
activation of Cdc2 by sea urchin cyclin20, small changes in cyclin

concentration result in large changes in Cdc2 activity (Fig. 2b).
These data are consistent with a bistable response — there could be
a discontinuity in the stimulus/response curve — but again the
data are also compatible with a highly switch-like, ultrasensitive
monostable response.

A more definitive way of distinguishing between monostable
and bistable responses is to try and detect hysteresis — a distinctive
splitting of the stimulus–response relationship — in the response
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Figure 1 Expected behaviours of several plausible Cdc2–APC circuits. 
a–c, Three ways that Cdc2 could respond to different concentrations of non-
degradable cyclin in the absence of the APC. The Michaelian response (a) would be
expected if cyclin directly activated Cdc2. The ultrasensitive response (b) could
arise from multistep activation mechanisms, from stoichiometric inhibitors or from
saturation effects. The bistable response (c) could arise from a combination of
ultrasensitivity and positive feedback. d–i, Three ways that a Cdc2–APC circuit
could respond to a constant rate of cyclin synthesis. If the response of Cdc2 to

cyclin is Michaelian or ultrasensitive (as in a and b) and the regulation of the APC
by Cdc2 is direct, then the system will always approach a stable steady state 
(d, e). Adding an intermediate enzyme (such as Plx1) between Cdc2 and the APC
can turn a monostable system (as in d and e) into a negative feedback oscillator 
(f, g). Adding positive feedback to make the response of Cdc2 to cyclin bistable (as
in c) can turn the system into a relaxation oscillator, with explosive spikes of Cdc2
activity (h–i). Details of the modelling can be found in Supplementary Information,
Part 3.
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of Cdc2 to ∆65-cyclin B1. For a given fixed concentration of ∆65-
cyclin B1, a monostable system will approach one particular steady-
state level of Cdc2 activity regardless of the system’s history
(Fig. 1a, b). In contrast, a bistable system has the potential to
approach either of two different stable steady-states, depending on
the history of the system. The stimulus–response curve for a
bistable system should exhibit hysteresis, with a relatively high
threshold for switching from interphase to M phase, and a lower
threshold for switching from M phase back to interphase (Fig. 1c).
Thus, if the Cdc2 system is bistable, there should be concentrations
of ∆65-cyclin B1 that are not sufficient to drive an interphase
extract into M phase, but are sufficient to maintain an M-phase
extract in M phase for long periods of time.

To experimentally determine whether the response of Cdc2 to
∆65-cyclin B1 exhibited hysteresis, we prepared M-phase extracts
(also termed cytostatic factor (CSF) extracts) from unfertilized
Xenopus eggs and split them into two aliquots (Fig. 3a, b). One
aliquot was incubated with calcium (1 mM) for 30 min to trigger
cyclin destruction and drive the extract into interphase. Various
concentrations of ∆65-cyclin B1 were then added to this interphase
extract and Cdc2 H1 kinase activity was assessed every 15–30 min
(Fig. 3a). An apparent steady state was reached within 60–90 min
(data not shown), allowing the steady-state level of Cdc2 activity to
be determined for a given concentration of ∆65-cyclin B1 in an
extract coming from interphase (Fig. 3a, c–g; going up). The other
aliquot of M-phase extract was incubated with various concentra-
tions of ∆65-cyclin B1 for 30 min to allow excess endogenous Cdc2
to bind the non-degradable cyclin and become activated. The

extract was then incubated with calcium to trigger destruction of
the endogenous cyclin (Fig. 3b). Again, an apparent steady state was
reached within 60–90 min, allowing us to determine the steady-state
level of Cdc2 activity for a given concentration of ∆65-cyclin B1 in
an extract coming from M phase (Fig. 3b–g; coming down).

At 45–60 nM ∆65-cyclin B1, there seemed to be two distinct
alternative steady states for the Cdc2 system, depending on whether
it was going up from interphase or coming down from M phase
(Fig. 3c). Cyclin concentrations in this range were able to sustain the
elevated Cdc2 activities of M-phase extracts for long periods of time,
but were unable to significantly increase Cdc2 activities in interphase
extracts (Fig. 3c). Thus, activation of Cdc2 does exhibit hysteresis,
supporting the hypothesis that the mitotic trigger is bistable.

Next we assessed whether the differences in Cdc2 activity present
in the on state (Fig. 3c, upper curve) versus the off state (Fig. 3c,
lower curve) had significant effects on the biochemistry and cell
biology of the extracts. Therefore, we assessed the phosphorylation
states of Cdc25 (Fig. 3d), Wee1 (Fig. 3e) and p42 mitogen-activated
protein kinase (MAPK; Fig. 3f) in the two types of extracts. In M-
phase extracts and M-phase embryos, all three proteins are known
to become hyperphosphorylated and shift to a higher apparent
molecular mass on immunoblots. These shifts can therefore be used
as biochemical markers of whether an extract is in an M-phase-like
state. Concentrations of ∆65-cyclin B1 between 45 and 60 nM did
not cause mitotic hyperphosphorylation of Cdc25, Wee1 or p42
MAPK when the extract was coming out of interphase (Fig. 3d–f,
going up), but did sustain their mitotic hyperphosphorylation when
the extract was coming out of M phase (Fig. 3d–f, coming down).
Hysteresis can also be assessed morphologically using added sperm
chromatin to determine whether an extract is in interphase (chro-
matin decondensed, nuclear envelope intact) or M phase (chro-
matin condensed, nuclear envelope dissolved). Addition of 45–60
nM ∆65-cyclin B1 did not induce chromatin condensation or
nuclear envelope breakdown in interphase extracts, but did sustain
chromatin condensation and nuclear envelope breakdown in M-
phase extracts (Fig. 3g). Thus, the quantitative differences in the
Cdc2 activity responses of mitotic and interphase extracts are sig-
nificant and result in qualitative differences in the cell cycle phase of
the extract, as assessed by biochemical and morphological analysis.

One trivial explanation for these findings could be that different
levels of cyclin protein were present in the ‘going up’ and ‘coming
down’ extracts, either because the endogenous cyclin was not com-
pletely degraded in the ‘coming down’ extracts, or because the ∆65-
cyclin B1 was unstable in the ‘going up’ extracts. To test this, we used
35S-methionine to metabolically label cyclins in a CSF-arrested
extract and then examined the disappearance of the 35S-labelled
cyclins as a function of time after calcium treatment. All of the
detectable cyclin bands were rapidly degraded (Fig. 3h), suggesting
that cyclin destruction was complete and that undegraded endoge-
nous cyclin did not account for the elevated Cdc2 activity detected
in the ‘coming down’ extracts. To ensure that ∆65-cyclin B1 was not
unstable in the ‘going up’ extracts, we added trace amounts of
35S-labelled in-vitro-translated ∆65-cyclin B1 to interphase extracts
treated with or without additional unlabelled ∆65-cyclin B1 before
examining its degradation. We found no measurable degradation
of ∆65-cyclin B1 over a 90-min incubation in either type of extract
(see Supplementary Information, Fig. S2). Taken together, these
experiments demonstrate that the observed hysteresis was not
caused by problems with the degradation of endogenous cyclin B1
or the stability of exogenous ∆65-cyclin B1.

Next, we asked whether hysteresis is a special property of the cell
cycle stages examined in Fig. 3, or is also present in later cell cycles.
Thus, we prepared cycling egg extracts26 and verified morphologi-
cally that they underwent multiple rounds of mitosis (Fig. 4a, top).
We also verified that addition of cycloheximide at the time of the
first mitotic M phase (50 min) resulted in arrest of the extract in
interphase (Fig. 4a, bottom). We then compared the amount of
∆65-cyclin B1 required to drive a Xenopus egg extract from this
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Figure 2 Cdc2 activation in interphase extracts treated with ∆∆65-cyclin B1.
a, Time course of Cdc2 activation. Extracts were treated with a supra-threshold
concentration of ∆65-cyclin B1 (200 nM) and the resulting Cdc2 activity was meas-
ured as a function of time. Data are shown as means ± s.e.m. for three replicates.
b, Steady-state Cdc2 activity as a function ∆65-cyclin B1 concentration. Data are
shown as means ± s.e.m. for three replicates. The data are consistent with an
ultrasensitive response that is monostable and continuous (with a Hill coefficient of
approximately 10), or one that is discontinuous and bistable.
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interphase into the second mitotic M phase (the ‘going up’ extracts
in this case; Fig. 4b) with the amount required to suppress exit
from the first mitotic M phase (the ‘coming down’ extracts; Fig. 4c).
We verified that both types of extracts approached steady-state levels
of Cdc2 activity within 60–90 min of ∆65-cyclin B1 addition (data

not shown). We then assessed Cdc2 activity (Fig. 4d), Cdc25 hyper-
phosphorylation (Fig. 4e), Wee1 hyperphosphorylation (Fig. 4f),
p42 MAPK phosphorylation (Fig. 4g) and nuclear morphology
(Fig. 4h) at steady state in the two types of extracts. We found that
as little as 45 nM cyclin was sufficient to maintain the extracts in an
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Figure 3 Hysteresis in the response of Cdc2 to cyclin, part 1. a, Interphase
extracts were treated with recombinant ∆65-cyclin B1 and allowed to reach steady-
state (‘going up’). b, Alternatively, CSF extracts were treated with recombinant ∆65-
cyclin B1 and then with 1 mM calcium to trigger degradation of the endogenous
cyclin. Extracts were then allowed to reach steady-state (‘coming down’). 
c, Hysteresis in steady-state histone H1 kinase activity. Filled squares represent
extracts going up from interphase to M phase; open squares represent extracts
coming down from M phase to interphase. d–g, Cdc25 hyperphosphorylation (d)

Wee1 hyperphosphorylation (e), p42 MAPK phosphorylation (f) and nuclear morphol-
ogy (g). The data in d–g were derived from one experiment; the data in c are
means ± s.e.m. from three experiments. h, Calcium-triggered degradation of
endogenous cyclins. The top panel shows an autoradiograph of p13 Suc1-precipi-
tated 35S-labelled endogenous cyclins in a CSF extract, a CSF extract treated with
calcium, and a CSF extract treated with non-degradable ∆65-cyclin B1 and then
with calcium. The bottom panel shows the histone H1 kinase activities in the same
samples.
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M-phase-like state indefinitely, with high Cdc2 activity, hyperphos-
phorylated Cdc25, Wee1 and p42 MAPK, and condensed chro-
matin (Fig. 4d–h, ‘coming down’). In contrast, at least 60 nM cyclin
was required to drive the interphase extracts into M phase
(Fig. 4d–h, ‘going up’). Control experiments with 35S-methionine

labelling and Suc1 precipitation established that the difference in
thresholds could not be attributed to differences in the levels of
endogenous cyclins (data not shown). Thus, these extracts exhibit
hysteresis in their responses to ∆65-cyclin B1 and hysteresis seems
to be a general feature of Cdc2 activation and inactivation.
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Figure 4 Hysteresis in the response of Cdc2 to cyclin, part 2. a, Nuclear mor-
phology in cycling extracts (top) and in cycling extracts treated with cycloheximide at
50 min (bottom). b, Cycling Xenopus egg extracts were treated with cycloheximide
at the time of the first mitotic M phase (50 min) and with recombinant ∆65-cyclin B1
(30 min later). The extracts were then allowed to reach steady-state (going up). 
c, Alternatively, cycling were treated with recombinant ∆65-cyclin B1 before the first
mitotic M phase and were then treated with cycloheximide (at 50 min) to allow

degradation of the endogenous cyclin and to ensure that cyclin was not resynthe-
sized (coming down). d, Hysteresis in steady-state histone H1 kinase activity. Filled
squares represent extracts going up from interphase to M phase; open squares
represent extracts coming down from M phase to interphase. e–h, Hysteresis in
Cdc25 hyperphosphorylation (e), Wee1 hyperphosphorylation (f), p42 MAPK phos-
phorylation (g) and nuclear morphology (h). The data in e–h were derived from one
experiment; the data in d are means ± s.e.m. from two experiments.
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In summary, the Cdc2 activation system in Xenopus egg extracts
is bistable: Cdc2 exhibits responses that are temporally abrupt, high-
ly switch-like in steady-state terms, and, most importantly, charac-
terized by biochemical hysteresis. The bistability of the mitotic trig-
ger may allow the negative feedback loop of Cdc2 and the APC to
exhibit sustained oscillations and function as a relaxation oscillator.
These findings illustrate how two biochemical circuit elements with
distinctive properties — a bistable positive feedback system (which
alone behaves like a toggle switch) and a negative feedback loop
(which alone behaves like an adaptational or homeostatic mecha-
nism) — can combine to yield a third, distinct type of behaviour:
the self-sustaining, spike-like oscillations of a relaxation oscillator.

Bistability is one mechanism to ensure that a biochemical oscil-
lator produces sustained, rather than damped, oscillations. As men-
tioned above, a sufficiently long negative feedback loop may still be
able to produce sustained oscillations in the absence of bistabili-
ty12,25. However, it seems that the combination of bistability and neg-
ative feedback may be a recurring motif in naturally occurring bio-
logical oscillators. For example, the mechanism that underlies the
autonomous oscillations of cardiac pacemaker cells is analogous to
the Cdc2 oscillator: the positive feedback in the opening of sodium
channels corresponds to bistable activation of Cdc2 and the auto-
inactivation of the sodium channel corresponds to APC-mediated
cyclin degradation. Intracellular calcium oscillations have also been
proposed to arise from combinations of bistability and negative
feedback27. Several aspects of Saccharomyces cerevisiae cell cycle reg-
ulation seem to be driven by combinations of positive and negative
feedback loops, and there appears to be hysteresis in accumulation
of the B-type cyclin Clb2 in S. cerevesiae28, raising the possibility that
the cell cycle includes multiple, inter-linked relaxation oscillators. A
hysteresis-based oscillator may drive circadian rhythms15, with the
comparatively slow pace of this oscillator arising out of its reliance
on transcriptional changes. The fact that nature has converged on
the same basic systems-level logic to produce oscillatory circuits out
of very different types of signalling proteins in very different biolog-
ical contexts argues that the positive feedback/negative feedback
relaxation oscillator may be a particularly evolvable, reliable, or oth-
erwise advantageous way of building biological clocks.

Methods
Recombinant ∆65-cyclin B1
The cDNA for an amino-terminal truncation of Xenopus cyclin B1 lacking the destruction box (∆65-

cyclin B1) was subcloned into pRSET B (Invitrogen, Carlsbad, CA). ∆65-cyclin B1 protein was expressed

and purified essentially as described29, except that inclusion bodies were resuspended in 6 M guanidine

and the hexahistidine-tagged protein was enriched using a cobalt affinity resin (Clontech, Palo Alto,

CA) and then eluted according to manufacturer’s specifications. Selected fractions were pooled and

dialysed29 and the final protein concentration was determined by electrophoresis, Coomassie staining,

gel scanning, and linear regression analysis using bovine serum albumin as a standard.

Xenopus egg extracts
Interphase cytosol and demembranated sperm chromatin were prepared as described previously30. Steady-

state responses and time-course experiments were performed in triplicate using interphase extracts.

Hysteresis experiments were performed in duplicate or triplicate in two types of extracts, CSF extracts and

cycling extracts, prepared essentially as previously described26. The CSF extracts were prepared from unac-

tivated eggs in the presence of 100 µg ml−1 cycloheximide and then treated in one of two ways. First, the

extracts were incubated for 30 min at room temperature with 1 mM calcium chloride to initiate cyclin

destruction and drive the extract into an interphase state. Various concentrations of ∆65-cyclin B1 were

then added. Alternatively, various concentrations of ∆65-cyclin B1 were incubated with the CSF extract for

30 min before addition of 1 mM calcium chloride to selectively degrade the endogenous cyclin. Cycling

extracts were prepared from dejellied eggs treated with calcium ionophore A23187 (Sigma, St Louis, MO).

Samples of egg extracts were removed at intervals up to 90 min and frozen on dry ice for subsequent

histone H1 kinase assays26. Histone H1 kinase assay samples were electrophoresed through 10%

SDS–polyacrylamide gels and blotted onto PVDF (Amersham Pharmacia Biotech, Piscataway, NJ). 32P-

labelled histone was detected by autoradiography (Biomax MR film; Kodak, Rochester, NY) and quan-

tified by phosphorimaging. In some experiments, proteins were metabolically labelled in extracto with
35S-methionine (0.9 µCi µl−1; Amersham Pharmacia Biotech) and labelled cyclin proteins were detected

by p13 Suc1 precipitation and autoradiography. Nuclear envelope breakdown (NEBD) was assayed by

including demembranated sperm chromatin in the extracts (1,000 sperm µl−1) and then staining the

chromatin with DAPI and assessing morphology by fluorescence and phase microscopy.

Immunoblots
Samples of egg extract were separated through a 10% 100:1 acrylamide-bisacrylamide gel, blotted onto

PVDF and probed with rabbit polyclonal antibodies to Cdc25C (Zymed, San Francisco, CA), Wee1

(Zymed) or p42 MAPK (antiserum DC3, raised in our laboratory). Antibody concentrations were 0.5

µg ml−1 for Cdc25C, 1 µg ml−1 for Wee1 and 20 µg ml−1 for p42 MAPK. The washed blot was then

probed with donkey anti-rabbit horseradish peroxidase-conjugated secondary antibody (0.2 µg ml−1;

Amersham Pharmacia Biotech) and treated with ECL Plus chemiluminescent substrate (Amersham

Pharmacia Biotech), or probed with goat anti-rabbit alkaline phosphatase-conjugated secondary anti-

body (0.2 µg ml−1; Sigma) and treated with CDP-Star chemiluminescent substrate (Perkin-Elmer,

Norwalk, CT). Biomax MR film was exposed to all blots and developed.
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Supplementary Materials, Part I. Global stability of a two-variable
negative fedback system

We use the constants a and b to denote the total concentrations Atot and Btot respectively, so that
A(t)+A∗(t) ≡ a and B(t)+B∗(t) ≡ b, and introduce two variables x and y corresponding to the
concentrations of activated forms A∗ and B∗ respectively. Using dots to denote time derivatives,
we arrive to the the following system of ordinary differential equations:

ẋ = −K(x) + (a − x)G(y)

ẏ = −H(y) + (b − y)F (x) .

The functions K and H account for the constitutive transformation of A∗ to A and B∗ to B
respectively, and we assume that K(0) = 0 and H(0) = 0 (that is to say, there is no degradation
when concentrations are zero). We also make the assumption that K and H are strictly increasing
differentiable functions. (Typical examples would be K(x) = cx, for some constant c, or K(x) =
cx

d+x
for some constants c and d. Observe that, in general, the property K(0) = 0 means that we

could also express K in the factored form K(x) = xk(x), and similarly we could exhibit H(y) in
factored form.)

The functions G(y) and F (x) will be assumed to be positive for all values x and y; furthermore,
we will assume that G is a decreasing function and F is an increasing function: G′(y) < 0 and
F ′(x) > 0, corresponding to the requirements that y inhibits x and x activates y. Typical
examples of such F,G are F (x) = cxn

dn+xn and G(y) = c
dn+yn , for suitable coefficients c, d, n.

We will now prove this theorem:

Theorem. There is a unique steady state (x̄, ȳ), and this steady state is a globally asymptotically
stable point for the above system of equations.

We first need two simple observations:

Lemma 1. For each y in the range 0 ≤ y ≤ b, there is a unique x = Q(y) in the range 0 ≤ x ≤ a
such that −K(x) + (a − x)G(y) = 0. Moreover, the function y �→ Q(y) is a continuous and
decreasing function.

Proof. Pick any y and denote r = G(y). We need to show that there is some point 0 ≤ x ≤ a
such that

K(x) = (a − x)r .

The right-hand side of this equality describes the line Lr(x) = (a − x)r, which has Lr(0) = ar
and Lr(a) = 0. The left-hand side, on the other hand, describes a function which has K(0) = 0
and increases as x ranges from 0 to a. Thus there must be an intersection point between graphs
of Lr and K, corresponding to the desired point x = Q(y). Moreover, as y increases, the negative
slope −r = −G(y) of the line Lr increases towards zero (because G is a decreasing function of y,
by hypothesis), so the x-coordinate of the intersection point with the graph of K(x) decreases;
this proves that Q is a decreasing function, and Q is continuous because K is. By the Implicit
Function Theorem, applied to the equation −K(x)+(a−x)G(y) = 0, one may moreover compute
the derivative of Q:

Q′(y) =
(a − x)G′(y)

K ′(x) + G(y)
.

Note that K ′(x) ≥ 0, G(y) > 0, and G′(y) ≤ 0 so that, indeed, Q′(y) ≤ 0.
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An entirely analogous argument establishes the following:

Lemma 2. For each x in the range 0 ≤ x ≤ a, there is a unique y = P (x) in the range 0 ≤ y ≤ b
such that −H(y) + (b − y)F (x) = 0. Moreover, the function x �→ P (x) is a continuous and
increasing function.

We are now ready to prove the existence and uniqueness of equilibria for our system. We
must show that there is a unique pair (x̄, ȳ) (in the ranges 0 ≤ x ≤ a and 0 ≤ y ≤ b) such that
both these equations hold:

−K(x) + (a − x)G(y) = 0

−H(y) + (b − y)F (x) = 0 .

Equivalently, we need to show that there is a unique pair (x̄, ȳ) such that both these equations
hold:

x = Q(y)

y = P (x) .

Since P and Q are increasing and decreasing continuous functions, respectively, a unique inter-
section point exists (see Figure 1).

The Jacobian matrix of the system, evaluated at a generic point (x, y) is:

A(x, y) =

(
−K ′(x) − G(y) (a − x)G′(y)
(b − y)F ′(x) −H ′(y) − F (x)

)
.

Its determinant and trace are:

det A(x, y) = [K ′(x) + G(y)][H ′(y) + F (x)] − (a − x)(b − y)F ′(x)G′(y)

tr A(x, y) = −K ′(x) − G(y) − H ′(y) − F (x) .

The properties K ′(x) ≥ 0, H ′(y) ≥ 0, G(y) > 0, and F (x) > 0 imply that trA(x, y) < 0 for all
x, y. Similarly, G′(y) ≤ 0 and F ′(x) ≥ 0, together with a − x ≥ 0 and b − y ≥ 0 imply that
det A(x, y) > 0 for all x, y.

In particular, then, evaluating at the equilibrium (x, y) = (x̄, ȳ) these properties show that
all eigenvalues of A have negative real parts. This shows the local stability of the equilibrium
(x̄, ȳ).

The condition tr A(x, y) < 0 for all x, y says that the divergence of the vector field describing
the system is always negative. This rules out periodic orbits in the system (Bendixson’s criterion).

The Poincaré-Bendixson Theorem can now be applied. This theorem guarantees that all
trajectories starting in the invariant region given by the square [0, a] × [0, b] converge to either:
(1) a periodic orbit, (2) a homoclinic or heteroclinic connection, or (3) an equilibrium point. In
our system, case (1) is ruled out by Bendixson’s criterion, and case (2) is ruled out by the fact
that the unique equilibrium is locally stable. Thus every trajectory must converge to (x̄, ȳ), and
the proof of our theorem is complete.

2

© 2003 Nature Publishing Group 


